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ABSTRACT 

Limitation of camera or other imaging sensor regarding the 

area coverage in a single shot at a fixed resolution has coined 

the term Image mosaicing. It is an application of image 

registration which aligns images taken in different camera 

coordinate system (i.e. different orientation of camera). In this 

paper, a new technique of image mosaicing has been proposed 

in which Discrete-wavelet Transform(DWT) based feature 

detector and scale-invariant feature transform(SIFT) based 

feature descriptor has been used which makes this technique 

robust to image zooming, image rotation, affine distortion and 

illumination change due to varying light condition during 

image acquisition. Result shows the improved performance 

with respect to number of feature points detected and 

computation time. Also, quantitative evaluation parameter like 

structural similarity index (SSIM), normalized absolute error 

(NAE), etc. proves the better performance of this technique 

compared to other techniques till date. 
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1. INTRODUCTION 
The reasons which coined the term image mosaicing are as 

follows:   Firstly, image acquisition devices have constraint on 

capturing area at some resolution of image for a single 

instance of opening of shutter present in the device. One way 

to remove this constraint while capturing large image is to 

take images in smaller segments maintaining sufficient 

overlapping between them and using image processing 

technique, captured segmented image can be stitched together 

to make it larger one. Secondly, sometimes there is a 

requirement of an image at higher resolution with the lower 

resolution cameras then, we break the image area in to smaller 

areas so that smaller areas can be captured at best resolution 

of the device and image mosaicing technique can be used to 

get the complete image. This type of requirement specially 

arises in case of biomedical images [1]. Along with this, 

Image mosaicing has application in satellite imaging system 

[2] and 2-dimensional realization of a 3-dimensional object by 

revolving the camera around the object and taking pictures at 

regular interval. The term Image mosaicing, image stitching 

and panorama reconstruction are used interchangeably in the 

literature. Panorama reconstruction is an application of image 

registration technique in which two or more sufficiently 

overlapped images can be stitched together by understanding 

the geometric alignment of images with respect to a fixed 

camera coordinate system. In mathematical terms, it can be 

defined as the union of images treating image pixel location 

and corresponding intensity value as an element of set [3]. 

Now days, mosaicing facilities are also incorporated with 

some cameras available in the market. Also, there are plenty 

of softwares available on the internet like [4], etc. 

There are mainly two methods for Image mosaicing as 

discussed in research Literature: Direct and Feature based. 

Direct method [5] uses intensity difference between pixels in 

the overlapping region as the parameter to calculate the 

accuracy of the algorithm. Based on intensity difference, 

transformation matrix is calculated iteratively. So, these 

methods give accurate registration but, they are not robust to 

image scaling, illumination change and noise present in an 

image. Compared to feature based method, it requires a good 

initial guess to achieve transformation matrix which is a major 

drawback of this method. Feature based method first identifies 

features (point, line, blobs, etc.) in every input image and 

establishes correspondence between these features based on 

some parameter. While comparing this method to direct 

method, it is robust to Illumination change, image scaling, 

noise, affine transformation and orientation of the image. It 

takes care of locality around detected features to describe that 

feature and is called as feature descriptor. If matching 

between images is needed, feature descriptor can be used. 

There are numbers of research literature [6, 7, 8] on feature 

based method showing the importance of these techniques. In 

this paper, point has been treated as feature. Flow chart for 

panorama reconstruction algorithm is shown in Figure 1. 

                

Figure 1: Flow chart of panoramic view reconstruction 

First step is Feature point detection in the input images in 

which set of pixels having some property (such as edge pixels, 

Intensity maxima or minima point in difference of Gaussian 

image, etc.) is treated as feature points. Most of the feature 

based methods employ point as a feature, which are corners 
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from an image most of the time. Any technique used for 

detection of feature point should be repeatable i.e. same 

feature points should be detected in every simulation of the 

algorithm. There are many techniques available in the 

literature for feature point detection such as Harris corner 

detector [9], SUSAN operator [10], SIFT [11], etc. Harris 

corner detection, which is mostly used feature detection 

technique in the research literature, is invariant to image 

rotation and illumination change (to lesser extent) but, it is not 

robust to image scaling. If this technique is used as feature 

detector for mosaicing purpose, there is a need to find 

correlation matrix between images around feature-points to 

establish correspondence between these features for 

calculation of transform matrix in panorama reconstruction 

but, the correlation operation is not invariant to rotation. So, 

image mosaicing based on this technique fails if there is any 

scale and orientation change among input images. Also, 

correlation matrix is calculated between input images within a 

fixed window around every feature point. This creates major 

problem in the case of affine transformation on the input 

images. Despite these problems, authors in their literature [12] 

are still using this technique when robustness of all these 

variation is not required. Authors in paper [11] defined SIFT 

which is a combination of both feature detector and 

descriptor. This technique is robust to all the parameter 

variation discussed above. This technique works well even if 

illumination changes and affine transformation occurs while 

taking input images. But this technique provides large number 

of detected feature-point which further increases computation 

time of the high level image processing algorithm. Literature 

shows that for an image of size 512x512, SIFT detector 

provides nearly 1000 feature points. 

In this paper, a novel technique of image mosaicing based on 

discrete-wavelet transform as feature detector has been 

proposed which gives less number of interest points compared 

to SIFT detector which further reduces the computation time 

required for image mosaicing. SIFT descriptor has been used 

as feature descriptor to consider the locality around detected 

feature points. Based on the correspondence established by 

taking euclidean distance between feature descriptor vector of 

each pair as parameter, transform matrix is calculated so that 

all the input images can be brought back into the same camera 

coordinate system. Now, apply the transform matrix on the 

appropriate image and stitch the image but, stitched image 

may not be natural looking if there is illumination change 

between the input images while capturing image. To get 

smooth transition on boundary of the stitched image, good 

blending technique is required.  

2. METHODOLOGY 

2.1 Feature point Detection 
It is the primary step which is almost involved with all the 

high level image processing applications. Feature detection 

through wavelet needs a wavelet which will be compactly 

supported and will have linear phase. Orthogonal wavelet 

satisfies these properties. Two wavelet functions ψ(t)  and 

ψ̂(t)   are said to be orthogonal if equation (1) satisfies. 

ˆ< ψ(t),ψ(t - k) >= δ(k)                      (1)
 

Where k is the delay factor. Techniques are available to find 

features based on discrete wavelet transform [13]. In this 

paper, a novel feature detection (preliminary steps for Image 

mosaicing) technique based on combination of both discrete 

wavelet transform and modified-Harris corner detection 

algorithm has been proposed. In this technique, Image and its 

scaled version has been passed through 2-dimensional bi-

orthogonal spline type wavelet filter [14] at 4,4 

decomposition level, which is equivalent to taking derivative 

of image in horizontal and vertical directions (i.e. row and 

column wise) simultaneously. It results smoothed version of 

image. Application of this wavelet on an image provides A, 

H, V, D coefficients at each pixel locations which are called 

approximation coefficient, detail horizontal, detail vertical 

and detail diagonal coefficients respectively. Figure 2 and 3 

represents low-pass decomposition and high-pass 

decomposition filter response of Bi-orthogonal spline filters 

of order 4, 4. Now, using the coefficients, Hessian matrix is 

formed at every pixel location according to the equation (2). 

This matrix has been formed in accordance with the equation 

(3) used in case of Harris corner detection by replacing 

differentiation operation with the corresponding H, V, D 

coefficient. 
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. With 

the help of coefficient H, V and matrix A, modified equation 

of harris corner detection algorithm [9] has been used here as 

in equation (4). 

 

2k trace(A)
C(x,y) det(A)

H(x,y) V(x,y) eps


 

 
          (4) 

Where eps is double-precision floating-point accuracy term, 

which is defined as distance between one and next largest 

double-precision number and used to avoid undefined 

condition as it may arise in equation (4). k is the same 

parameter as discussed by Harris and its value equals 0.14. 

 

Figure 2: Low pass decomposition filter used in bi-

orthogonal spline wavelet decomposition at 4,4 level 

To make proposed detection technique robust to rotation of 

image, a mask of disk-type having radius 4.5 has been taken 

around each pixel so that same set of pixel will be under 

consideration if rotation occurs. Location of local maxima in 
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each mask placed at each location can be treated as candidate 

 

Figure 3: High pass decomposition filter used in 

biorthogonal spline wavelet decomposition at 4,4 level 

feature points location. Simultaneously, local maxima value 

of C within each disk type mask has to be stored. Now, find 

the maximum value (Cmax) of all the previously stored local 
maxima values. Candidate feature location is scanned again 

and if the value of local maxima at location is greater than one 

percent of Cmax, that location will be treated as final feature 

point location. The thresholding on candidate location 

maxima values makes the technique robust to intensity 

variation (if any). Some feature points can be removed if 

intensity values around that point define the point as low 

contrast point. To get the detected feature points uniformly 

distributed over the image, distance between detected points 

can be taken in to consideration and based on the requirement 

of minimum distance between feature points, some points can 

be neglected. Feature-points can be detected at sub-pixel level 

accuracy by using taylor-series expansion around the point as 

discussed by Lowe’s paper [11]. The outcome of proposed 

feature detection technique on an image is shown in Figure 4.  

2.2 Feature point Descriptor 
For panorama reconstruction to be distortion invariant, feature 

point descriptor should include locality information around 

the pixel.  SIFT descriptor uses locality information. It uses 

gradient magnitude and phase at every pixel of the entire 

image using equation (5, 6). Orientation needs to be assigned 

to every feature point. For this, 7 by 7 grid locations around 

point is taken and phase of these selected grid locations are 

put in to one of 36 bins of each 10 degrees ranging from –pi to 

pi. In the selected bin, add the magnitude of gradient of 

corresponding grid location to the corresponding bin. The bin 

having maximum magnitude after dividing 49 grid location in 

to 36 bin can be used to assign orientation to that feature point 

i.e. orientation associated with that bin can be assigned to that 

feature point. If the 0.8(or 80%) of maximum magnitude is 

present in any other bin, then there will be two orientations 

assigned to that point. Consequently, there will be two feature 

descriptor vectors for that point. 

For feature vector generation of a feature point, 16x16 grid   

locations are selected around that point. These 16x16 grid 

location are further divided into blocks of size 4x4. In this 

way, there will be 16 such blocks. In each block, the phase of 

grid locations with reference to the assigned orientation (i.e. 

subtraction of phase angle at each grid location and assigned 

orientation to corresponding feature point) are calculated and 

assigned to 8 bins of 45 degrees each ranging from -pi to pi. 

Also, Corresponding magnitude of that grid location gets 

added to that bin. 

So, for each block there will be 8 histogram orientations and 

there are 16 such blocks in total. So, descriptor vector will be 

of length 16x8 = 128. For each feature point, there will be a 

feature vector of length 128 to describe that feature point. 

Feature generation processes are shown in the Figure 5. 

2.3 Feature point matching 
Feature point correspondences between features of two or 

more input images can be established treating Euclidean 

distance between each input feature vector pair as parameter. 

Euclidean distance is defined using equation (7). If the ratio 

of minimum and second minimum Euclidean distance (i.e. 

ratio of closest match to second closest match) is less than  

 

Figure 4: Result of feature detector using proposed 

technique 

2 2Magnitude (I(x 1,y) I(x 1,y)) (I(x,y 1) I(x,y 1))         (5)
 

1Phase tan ((I(x,y 1) I(x,y 1)) / (I(x 1,y) I(x 1,y)))          (6) 

Feature point location 

Figure 5: Feature vector generation process using 

histogram bins 

predefined parameter distanceRatio, it can be treated as 

probable correspondence. 

           

128 2
i i

i 1
Dist ance (X Y ) (7)




 

Where Xi and Yi are the elements of feature vector of two 

points. To reduce the computation time, euclidean distance 

between pair can also be approximated as dot-product of two 

unit vectors. Finding euclidean distance between each pair 

takes O(n2) time and hence, correspondence establishment 

between two image takes time in the same order.
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Computational complexity can be further reduced by using 

Best-bin first (BBF) search algorithm as discussed in Lowe’s 

paper [11] which also returns the closest match with a higher 

probability. 

2.4 Homography Matrix Calculation 
Feature-point correspondence between two images provides 

homography transform matrix so that application of this 

transform matrix on appropriate image can bring all the input 

images in same camera co-ordinate system i.e. geometric 

distortions occurred due to change of camera orientation can 

be compensated using this matrix. Camera calibration 

includes two parameters, intrinsic as well as extrinsic 

parameters. Intrinsic parameter takes focal length, principal 

point, lens distortion, etc. into consideration whereas extrinsic 

parameter considers 3D position and orientation of camera. 

Here, extrinsic parameter has been taken into consideration 

for homography calculation.  

1 2 3

4 5 6

7 8 9

h h h x

X ' HX h h h y

h h h 1

   
    
   
                      (8) 

Where ' (x',y',1)
T

X  and (x,y,1)
T

X are 

the homogeneous coordinates of two corresponding points 

and H is the homography matrix. From equation (8), it is clear 

that 7h = 8h =0and there are 7 variables yet to be determined 

in this matrix. To solve for 7 unknowns, at least four 

correspondences pair of 'X  and X is required. 

There are many methods (such as LMS, RANSAC, etc.) 

discussed in the literature for computing this matrix. Here 

RANSAC has been used to find homography matrix 

computation. For computation using RANSAC, select 4 

feature point correspondence randomly and calculate 

homography matrix. Now this matrix will be applied on other 

correspondence pair of feature points and mean square error 

(MSE) between each matching pair will be calculated as 

defined in equation (9). If the MSE for a pair is greater than 

defined threshold thresholdDistance, that pair will be treated 

as outlier otherwise, it will be an inlier. If the total number of 

inlier computed based on threshold is lesser than parameter 

inlinernumber, there is a need to choose another 4 different 

points (at least one should be different) and calculate 

Homography matrix again. This iteration will stop only when 

number of inlier satisfies inliernumber criteria or it can be 

stopped by fixing the number of iteration. 

2 2
i j i jMSE (x x ) (y y)   

         (9) 

Where P (xi,yi) and Q(xj,yj) is the correspondence pair. 

2.5 Image Stitching 
The panoramic view can be reconstructed by stitching the 

images which are now in the same camera coordinate system. 

Before stitching, there is a need to create frame which should 

be capable to fit the panoramic view. Application of 

homography transform may convert rectangular image in to 

quadrilateral form. So, there is a need to track the corners of 

each image to be stitched. After stitching, find the minimum 

and maximum of all the corners to determine the size of 

mosaiced frame. Let xmin and xmax is the minimum and 

maximum x-coordinate respectively and ymin ,ymax are the 

minimum and maximum y coordinate respectively of stitched 

image. Size of mosaiced frame can be calculated using 

equation (10, 11).  

            max minWidth (x x )                        (10)
 

            max minHeight (y y )                      (11) 

2.6 Image Blending
 

Mosaiced image may not be natural looking at the boundary 

due to illumination changes present in the input images. A 

good image blending technique is needed to make the 

panoramic view as natural as possible near the transition 

region. Methods are available to do this work: Linear 

blending, Multiband Blending, Cylindrical blending, 

pyramidal blending, etc. Since, this paper does not focus on 

blending, feathering technique of blending has been used 

which is the simplest one. 

 

3. QUANTITATIVE EVALUATION OF 

IMAGE MOSAICING 
In the literature [15, 16], parameters for quantitative 

evaluation of image mosaicing technique are defined to 

compare the different techniques. In this paper, Normalized 

absolute error(NAE) and structural similarity index(SSIM) 

has been taken into consideration for performance evaluation 

comparison of proposed technique with the SIFT based 

technique. For a good image mosaicing technique, NAE value 

should be less and SSIM value should be large.   

4. EXPERIMENTAL RESULTS AND 

DISCUSSION 
During experimentation, parameter distanceRatio equals 0.8, 

inlinernumber equals (thinlr x ptnum) where thinlr is inlier 

ratio which is equal to 0.1 and ptnum is the number of 

correspondence pair. thresholdDistance has been chosen 

2 and maximum number of iteration for RANSAC equals 

30.With these initialization, algorithm has been simulated on 

Intel core i7 3.2 GHz processor using MATLAB with the 

image taken from diverse domain. Two input images for 

stitching are shown side-by-side in figure 6, 8, 10, 12, 14 and 

correspondences between features points are shown by line 

between matching points. The correspondence is calculated 

based on euclidean distance between pair of feature points. 

Figure 7 shows an application in biomedical imaging, in 

which two ultrasound images at higher resolution are taken as 

input to make a larger image at same resolution as output. 

Figure 9, 11 shows an application of proposed technique in 

the area of satellite images. Performance of this technique has 

been evaluated using parameters NAE and SSIM. Table 1 

shows comparison of number of detected feature points, Table 

2 shows comparison of computation time of the techniques 

and Table 3 evaluates the performance quantitatively. From 

table 2, it is clear that computation time has reduced around 

40 percent for larger size input image due to less number of 

detected features using proposed technique. For smaller 

image, it is giving improvement around 10-20 percent in 

simulation time. So, this technique is more suitable for large 

size input image as far as computation time is concerned. 

Table 3 shows either same or better performance compared to 

existing SIFT based technique on the basis of NAE and SSIM 

parameter.
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Table 1. Number of detected feature points using SIFT and Proposed technique 

Image 

Image Size 
Number of detected feature points 

(SIFT) 

Number of detected feature 

points(Proposed technique) 

 

Left Image 

 

Right Image 

 

Left Image 

 

Right Image 

 

Left Image 

 

Right Image 

Figure 6 381x334 381x336 441 455 389 702 

Figure 8 718x932 691x1283 5591 6285 5430 6008 

Figure 10 770x701 819x777 5851 4802 4296 3538 

Figure 12 1185x901 1526x1302 5111 6736 2633 3264 

Figure 14 1200x1331 1200x1041 9179 9012 2578 2252 

  

Table 2. Computation time of image mosaicing using SIFT 

and Proposed technique 

Image 

Computation 

time (in second) 

of Mosaicing 

using SIFT 

technique 

Computation time (in 

second) of Mosaicing 

using Proposed 

technique 

Figure 6 4.845 4.643 

Figure 8 43.561 39.926 

Figure 10 32.332 26.93 

Figure 12 70.434 55.344 

Figure 14 82.77 50.543 

 

Table 3. Quantitative evaluation of image Mosaicing using 

SIFT and Proposed technique 

Image 

NAE SSIM 

SIFT 

Technique 

Proposed 

Ttechnique 

SIFT 

Technique 

Proposed 

Technique 

Figure 6 0.0390 0.0399 0.8961 0.8953 

Figure 8 0.5120 0.5108 0.0465 0.0471 

  Figure 10 0.5264 0.5241 0.0678 0.0670 

Figure 12 0.3566 0.3570 0.3949 0.3951 

Figure 14 0.0290 0.0261 0.9864 0.9890 

5. CONCLUSION 
Since image mosaicing is becoming popular in camera which 

is a real time application and it needs high computation time 

efficiency. In this paper, a technique of image mosaicing 

based on discrete-wavelet transform has been proposed which 

gives less number of interest points compared to other existing 

techniques which leads to improved computation time. 

According to table 3, performance of the proposed technique 

is either same or better compared to SIFT technique. So, 

proposed technique reduces simulation time while maintaining 

the quality of output image. Performance of this technique can 

also be verified by parameters like percentage of mismatches, 

peak signal-to-noise ratio, mutual information, etc. Quality of 

panorama can be further improved by selecting another 

blending techniques and computation time can be further 

reduced.  
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Figure 6: Feature-point correspondences shown by 

connecting line between input images shown side-by-side 

 

Figure 7: Final stitched image of input images

 

                  Figure 8: Feature-point correspondences shown by connecting line between input images shown side-by-side 
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           Figure 10: Feature- point Correspondences shown by connecting line between Input images shown side-by-side 

 

 

 

 

 

 

 

 

 

 

Figure 11: Final stitched image of input images 

 

Figure 9: Final stitched image of input images 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 98– No.15, July 2014 

8 

 

500 1000 1500 2000 2500

200

400

600

800

1000

1200

 

        Figure 12: Correspondences shown by red line between two input images side-by-side              
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                  Figure 13: Stitched image after image mosaicing operation 
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Figure 14: Feature- point Correspondences shown by connecting line between Input images shown side-by-side 

 

 

 

 

 

 

 

 

 

Figure 15: Final stitched image of input images 
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