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ABSTRACT
Grid computing is the form of distributed computing where the resources of various computers are shared to solve a particular problem. Grid can be used for a variety of purposes. Job scheduling is used to schedule the user jobs to appropriate resources in grid environment. The resources in the Grid are heterogeneous and geographically distributed with varying availability, and a variety of usage and cost policies for diverse users at different times vary with time. The management of resources and application scheduling in such a large and distributed environment is a complex task. In this paper, a survey of various job scheduling algorithms is made. The job scheduling algorithms are compared and contrasted based on the makespan, flow time, resource utilization and completion time. They contribute to developing more efficient scheduling algorithms. This will help interested researchers carry out further work in this thrust area of research.
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1. INTRODUCTION
Grid computing is a collection of resources that are distributed and utilized for the execution of the request submitted by users from geographically multiple distributed points. Because the grid system was found to meet the requirements of the users, materials management is considered the active and main ingredient in the grid system. It stands on the acceptance of the applications from users to match between demands and available resources. [1]

The resources are geographically distributed and connected with a computing network environment, individuals and organizations that have their own access policy, cost and mechanism. The owners of resources management and control have to use their favorite resources scheduling system which is called local scheduling. It is expected that the users of the network will honor that by ensuring that it does not contradict with the policies of the owners of the resources. When users find a difference in the prices of two networks, global resources management and systems will fix that. The roles played by scheduling include planning and organizing tasks in distributed resources [2]. In the grid environment, scheduling process is classified into several stages: first, detect the resource. Second, select the resource and schedule under certain mechanism. Third, forward the request to the corresponding source [3].

The architectural model of resource management systems is affected by the scheduling structure. The hierarchy of scheduling depends on the number of resources with jobs and computer scheduled operations [4] the task order for hardware resources and the arrangement of communication between tasks such as scheduling, function and task share concepts common to resource management and scheduling. It is part of the work required to implement part of the functional or application [5]

Grid resources management system consists of grid scheduling and other elements. Grid scheduling works to detect and choose the most appropriate resources for the job. It affirms matching in the scheduling characteristics of resources in the application and characterizes the owner of the resource in the resource owner's policy. The resources are delivered to resources' policy owner via the information service. The candidates were selected from the matching process. The final winners will be selected based on the algorithm of schedule. The final grid scheduling stands for the reservation of the resources that need future appointments [6]. Grid scheduling reveals and chooses the most appropriate resources for the job based on important information collected about the status of the resources, especially in an environment like grid environment that is geographically distributed. Grid information system (GIS) provides information about the resources required to appoint and choose appropriate resources. This information represents the capacity of the central processor, memory and network capacity [7].

2. Related Work
S.Parsa et al., [8] through their studies show that the Max-min seems to do better than the Min-min algorithm whenever the number of shorter tasks is much more than the longer ones, but in the other cases, early execution of large tasks might increase the total response time of the system. Also, in the Max-min algorithm, the small tasks may wait for large ones to be executed. For example, if there is only one long task, the Max-min algorithm executes many short tasks concurrently with the long task. In this case, the makespan of the system is most likely determined by the execution time of the long task. However, since the Min-min algorithm attempts to assign the short tasks before the long ones, the makespan increases compared with the Max-min.
The difference of natural (normal) value of the results. When the utilization of resources in Max makespan rate and Makespan.

Based on the measured data, the utilization rate of resources in Max algorithms may be worse than described. In general, if tasks about the same size were provided, Min-Min Min-Max algorithms may work better than the RASA.

K.Etminani et al., [9] have studied some algorithms and held several experiments on the basis of measurement in terms of the number of factors that affect the performance of the algorithm as shown in the table (1).

Table 1. Comparison between algorithms (Max-Min, Min-Min)

<table>
<thead>
<tr>
<th>A few short tasks along with many long tasks</th>
<th>Max-Min algorithm</th>
<th>Min-Min algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A few long tasks along with many short tasks</td>
<td>Max-Min outperforms Min-Min</td>
<td>Max-Min outperforms Max-Min</td>
</tr>
<tr>
<td>A few long tasks along with many short tasks</td>
<td>Max-Min outperforms Min-Min</td>
<td>Max-Min outperforms Min-Min</td>
</tr>
<tr>
<td>load balancing level</td>
<td>Max-Min has better load balancing level than Min-Min</td>
<td></td>
</tr>
<tr>
<td>average utilization rate</td>
<td>Max-Min is better than Min-Min algorithm</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison between algorithms (Max-Min, Min-Min, Suffrage)

<table>
<thead>
<tr>
<th>Makespan</th>
<th>Max-Min</th>
<th>Min-Min</th>
<th>Suffrage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance under low load conditions</td>
<td>No. of Task= 30</td>
<td>No. of Machines = 10</td>
<td>59.3</td>
</tr>
<tr>
<td>Performance under medium load conditions</td>
<td>No. of Task= 70</td>
<td>No. of Machines = 10</td>
<td>130.1</td>
</tr>
<tr>
<td>Performance under high load conditions</td>
<td>No. of Task= 120</td>
<td>No. of Machines = 10</td>
<td>248.1</td>
</tr>
</tbody>
</table>

By analyzing the data, we determined that the Suffrage algorithm in performance is better than in other algorithms.

M.Maheswaran et al. [13] compared natural Makespan in terms of the difference of natural (normal) value of the interval estimated 10 seconds. He showed that the suffrage algorithm is superior to both Max-Min and Min-Min based on the value makespan as shown in Figure (2.2).

Fig 1. Gantt chart of the Max-min and Min-min algorithms

In Figure 1, Grant chart was used to represent Max-Min and Min-Min algorithm as both achieve scheduling with equal makespan 11 seconds while the algorithm (RASA) achieve scheduling with the value of the makespan 10 seconds.

The chart shows that RASA is even with other algorithms, or may be worse than described. In general, if tasks about the same size were provided, Min-Min Min-Max algorithms may work better than the RASA.

K.Gupta et al., [12] used a simulation program that compares several algorithms in terms of the conditions of endurance in the framework of the difference in the number of tasks as shown in the table (2).

Fig 2. An example of a scenario where the Suffrages gives a shorter makespan than the Min-min
makes pan value in the Suffrage algorithm is less than Min-Min value. Makes pan value measures the amount of productivity in computerized networks. The more the value of the Makes pan, the better the performance of the algorithm. It is through value Makes pan that we can evaluate the performance of Makes pan.

3. GRID SCHEDULING SYSTEMS

Grid scheduling plays an important role in grid environment which is geographically distributed. Scheduling identifies resources to implement the application tasks. Grid scheduling system has more complex environments than traditional environments such as cluster and magic computer. Since the environment is geographically distributed, the resources are distributed over multiple span of domains where there is a difference in connection speeds in the network [14]. The nature of the grid environment is considered a challenge for task scheduling, as remote task competes with the local job or even with the same level of tasks. The factor that determines the degree of load is not only the execution time but also the number of existing resources and scheduling systems [15]. The grid schedulers can be classified under three categories. In the first category, there are schedulers for individual applications. In the second category, there are meta-schedulers that take many applications and try to resolve the contention effects between applications. In the third category of schedulers, there are schedulers for each resource. The resource can be anything from a single SMP or cluster to an enterprise-wide grid [16].

4. SCHEDULING ALGORITHMS

In order to make the best use of the geographical distribution of the grid network, role of the scheduling algorithms should be activated. Algorithms play an important role in sending tasks to grid resources, so that applications are performed independently and distributed through the sharing of resources, regardless of the owner [17]. The acceleration in the development of grid computing is a must since to demonstrate the high performance of the grid network the problem task scheduling should be bypassed. All tasks should be implemented in the shortest time possible [18]. In grid computing, the resource performs the operation, the wizard processes data for compatibility between the supplier and the task of gathering information about the available resource. The mechanism of resources identification and tasks assignment is the responsibility of grid resources management system [19]. Task scheduling achieves two goals: high-performance computing to reduce the execution time for each request and high productivity computing that aims to schedule a group of tasks to increase the processing capacity of the systems over a long period of time [20].

In grid environment, scheduling algorithms are divided into sections: prompt scheduling and batch scheduling method. Scheduling assigns tasks according to resources. In the immediate scheduling algorithm, the task is specified to the resource as soon as it is scheduled. However, in batch scheduling method, the algorithm groups tasks to be designated in specific times and scheduling roles [21].

4.1. Min-min algorithm

The min-min algorithm works on the basis of the estimation of execution and the end times for each task and each resource. It selects the task with the shortest completion time, so that the task is allocated to the resource that is able to implement the least time [22]. The min-min algorithm works by the policy of the fastest and the available resources, so it receives the least job. In order to understand that, we believe that the slowest nodes will receive the largest job. This method leads to a loss of execution time and to an inconsistency between the load balance and the speed of the node. In the light of that, load balancing will break down. To understand the min-min algorithm, see fig 3 [23].

The min-min algorithm could be used in multiprocessor systems and in homogeneous and heterogeneous distributive systems [24].

4.2. Max-min algorithm

The first phase in the max-min algorithm is similar to the first phase in min-min algorithms, but in max-min algorithm the tasks that are specified need the maximum time to perform and are set to the corresponding resource and matching with task [25] The difference between the two simple algorithms as in Figure 4 is that once the machine that provides the earliest completion time is found for every task, the task tk that has the maximum earliest completion time is determined and then assigned to the corresponding machine.

Algorithm 1. Min-Min Algorithm

1. For all task t in meta-task Mv (in an arbitrary order)
2. For all machines Mv (in a fixed arbitrary order)
3. Cij = e + pij
4. Do until all tasks in Mv are mapped
5. For each task in Mv find the earliest completion time and the machine that obtains it
6. find the task tk with the minimum earliest completion time
7. assign task tk to the machine Mv that gives the earliest completion time
8. delete task tk from Mv
9. update Cij for all i
10. end do

Algorithm 2. Max-min Algorithm

1. For all task t in meta-task Mv (in an arbitrary order)
2. For all machines Mv (in a fixed arbitrary order)
3. Cij = e + pij
4. Do until all tasks in Mv are mapped
5. For each task in Mv find the earliest completion time and the machine that obtains it
6. find the task tk with the maximum earliest completion time
7. assign task tk to the machine Mv that gives the earliest completion time

Fig 3. Min-Min Job scheduling in a heterogeneous network
(9) delete task $t_k$ from $M,$
(10) update $r_i$
(11) update $C_j$ for all $i$
(12) end do

Fig 4. The difference between Min-min and Max-min heuristic

That is, in Line (6) of Fig 4, (minimum) would be changed to (maximum). The Max-min has the same complexity as the Min-min. But if we give more importance to short tasks than to long tasks, the max-min algorithm will have better performance than the min-min [26].

4.3. Suffrage algorithm

This algorithm operates on the basis of the difference in completion time between the first and second time for that task [27]. This algorithm finds the minimum completion time for each task. The difference between the values of two tasks represents the suffrage value. Then the tasks with higher suffrage values are assigned to available resources [28]. Suffrage algorithm assigns tasks to resources according to job requirements. If the appropriate resource is not assigned, the suffrage value for each task is defined through the following equation [29]:

$$SV = \text{second } MCT - \text{MCT} \quad (1)$$

The MCT (minimum completion time)

The performance and efficiency of the scheduling algorithms can be evaluated based on several criteria including differences among scheduling algorithms. The most important of them are makespan, flow time and resource utilization. Makespan is the time when HC system finishes the latest task, and flow time is the sum of execution times of all the tasks. An optimal scheduling will be the one that minimizes the flow time and makespan. The objective of scheduling algorithm is to increase the system throughput measure [30].

5. CONCLUSION AND FUTURE WORK

Grid computing can solve complex tasks in shorter time and utilize the hardware efficiently. To make the grid work efficiently, best job scheduling strategies have to be employed. Job scheduling is the foremost step in grid computing where the users' jobs are scheduled to different machines. The various strategies have been studied and classified. The comparison of the algorithms has been studied. The future work will be concerned with the development of a better scheduling algorithm that is heterogeneous and works in dynamic environments.
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