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ABSTRACT
This paper adopts a novel model for Content-Based Image Retrieval (CBIR) system depending on an excellent segmentation strategy and combination of Visual Descriptors (VDs). The presented model is divided into four main phases: image segmentation, visual descriptors, Dimensionality Reduction (DR) and similarity matching. An improved segmentation technique based on Neutrosophic Sets (NSs) is proposed and applied to see their ability and accuracy to segment images. In relative to the VDs, the geometrical moments are used to extract the shape of an object, the modified Stricker method to the color extraction is proposed and the MPEG-7 edge histogram descriptor is presented for each of them. Experimental results presented show that the proposed model provides precise image retrieval in a short time.
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1. INTRODUCTION
CBIR systems retrieve relevant images in a database using visual contents of the images [1]. Advanced research is mainly developed based on the high-level semantic analysis of the image contents along with the visual contents of the image such as shape, color and edges [2]. The local image areas of interest are easily left unnoticed as the global features do not contain enough information for local discrimination [3]. A way to pay attention to local properties is to use image segmentation. Neutrosophy is a branch of philosophy, introduced by F. Smarandache in 1995; it can solve some problems that cannot be solved by the fuzzy logic. It studies the Neutrosophic Logical (NL) values of the propositions. Each proposition is estimated to have three components: the percentage of truth in a subset T, the percentage of indeterminacy in a subset I and the percentage of falsity in a subset F [4]. NL is so new that its use in many fields merits exploration. In this paper, NL is applied to the field of segmentation [5]. Define <A> as an event or entity, <Non-A> is not <A> and <Anti-A> is the opposite of <A>. Also, <Neut-A> is defined as neither <A> nor <Anti-A>. For example, if <A> = white, then <Anti-A> = black. <Non-A> = blue, yellow, red, black, … etc. (any color except white), <Neut-A> = blue, yellow, red, … etc. (any color except white and black). According to this theory every idea <A> tends to be neutralized and balanced by <Anti-A> and <Non-A> ideas [6].

In this paper, the new NS approach based on adaptive threshold is proposed to segment images. The image is transformed into Neutrosophic Domain (ND). Each pixel in the ND can be represented as T, I and F which means the pixel is 1% true, 1% indeterminate and 1% false, where t varies in T, i varies in I, and f varies in F, respectively. A new operation is employed to reduce the indetermination degree of the image, which is evaluated by the entropy of the indeterminate subset. Then, the image becomes more uniform and homogenous, and more suitable for thresholding.

A common scheme to represent the image is to extract different types of VDs such as shape, color and edges. Moment functions of the two-dimensional image intensity distribution are used in a variety of applications, as descriptors of shape. Image moments that are invariant with respect to the transformations of scale, translation, and rotation find applications in areas such as pattern recognition, object identification and template matching [7].

In general, histogram-based methods provide overall image characteristics. However, they show high sensitivity to illumination and cannot represent localized features well. An advanced color extraction method to compensate the above drawbacks of histogram-based methods is proposed [8].

Edges in images constitute an important feature to represent their contents. An edge histogram in the image space represents the frequency and the directionality of the brightness changes in the image. It is a unique feature for images, which cannot be duplicated by a color histogram or the texture features [9]. The edge histogram descriptor expresses only the local edge distribution in the image which may not be sufficient to represent global features of the edge distribution. So the semi-global and global edge histograms from the local histogram bins are presented.

Although the integration of multi features enhances the image detection rate and increases the image retrieval performance, but the speed of the content-based image retrieval is slower mainly due to the curse of high dimensionality of the feature space. Therefore, to enhance image detection rate and simplify computation of image retrieval, a DR technique must be adopted such as feature selection [10]. Feature selection is a one solution for computational cost problem of CBIR. It refers to selecting the most important features and their combinations for describing and querying items in the database in order to reduce retrieval complexity in terms of process time while maintaining high retrieval performance.

The rest of this paper is composed of the following sections. Section 2 shows the proposed new NS for segment image. The VDs is introduced in section 3. DR algorithm is outlined in section 4. The similarity matching for each VD is presented separately and also for combined VDs in section 5. Experimental results are shown in section 6. Finally, the conclusion is presented in section 7.

2. SEGMENTATION
2.1 Neutrosophic Set (NS)
NS and its properties are discussed briefly in [11].

Definition 1 (NS): define T, I and F as neutrosophic components to represent <A>, <Neut-A> and <Anti-A>. Let T, I and F be standard or non-standard real subsets of ]0,1[-
Definition 3 (NI entropy): NI entropy is defined as the summation of the entropies of three subset \( T, I \) and \( F \), which is employed to evaluate the distribution of the elements in ND:

\[
E_{T} = -\sum P_{T}(i)\ln P_{T}(i) 
\]

\[
E_{I} = -\sum P_{I}(i)\ln P_{I}(i) 
\]

\[
E_{F} = -\sum P_{F}(i)\ln P_{F}(i) 
\]

\[
E_{NS} = E_{T} + E_{I} + E_{F} 
\]

Where, \( E_{T}, E_{I} \) and \( E_{F} \) are the entropy of subsets \( T, I \) and \( F \) respectively. \( P_{T}(i), P_{I}(i) \) and \( P_{F}(i) \) are the probabilities of element \( i \) in \( T, I \) and \( F \) respectively. \( E_{T}, E_{I} \) and \( E_{F} \) are utilized to measure the distribution of the elements in NS and the entropy of \( T, E_{T} \) is employed to evaluate the indeterminacy distribution.

2.4 Adaptive Threshold

After the true subset \( T \) is handled and the noise in \( T \) is removed and \( T \) becomes more homogeneous, which is suitable to segment the subset \( T \) precisely even using adaptive threshold method. Local adaptive threshold used to select an individual threshold for each pixel based on the range of intensity values in its mean of local neighborhood. This approach is used for finding the local threshold to statistically examine the intensity values of the local neighborhood of each pixel. This method is simple, fast and less computationally intensive and produces good results for segment images [15], and the following algorithm shows the steps of the proposed approach for segmentation in details.

Algorithm 1: NL and Adaptive Threshold

1. Transfer image from image domain to ND using NL.
2. Each pixel in neuroisotropic image PNS is represented by three subsets \( T, I \) and \( F \). \( P_{TNS}(i, j) = \{T(i, j), I(i, j), F(i, j)\} \).
3. Calculate histogram of the image.
4. Calculate local maxima of the histogram and calculate the mean of local maxima.
5. Find the peaks greater than mean of local maxima.
6. Let the first peak be \( g_{min} \) and the last peak be \( g_{max} \).
7. Calculate \( T(i, j) \) from local of mean window, \( g_{min} \), and \( g_{max} \).
8. Calculate \( I(i, j) \) from the homogeneity value of \( T \) using the absolute value of difference between intensity \( g(i, j) \) and its local mean value.
9. Calculate \( F(i, j) = 1 - T(i, j) \).
10. After the image is transformed in ND domain. Entropy \( E_{NS} \) is utilized to evaluate the NS image for \( T, I \) and \( F \).

11. Sum the image entropy \( E_{NS} = E_{T} + E_{I} + E_{F} \).
12. Apply adaptive local threshold used the mean of the local intensity distribution with static coefficient factor for slices.
13. The output from adaptive threshold is binary image. Find connected components.

3. VISUAL DESCRIPTORS

3.1 Geometrical Moments

The shape of an object is a very important character in human’s perception, recognition, and comprehension. Because geometric shape represents the essential characteristic of an object, and has invariance with respect to translation, scale and orientation, the analysis and discernment...
like geometry are of important significance in computer vision [16].

\[
M_0 = \mu_{00} + \mu_{22} + 4\mu_{11}^2 \\
M_2 = (\mu_{02} - \mu_{20})^2 + 4\mu_{11}^2 \\
M_4 = (\mu_{00} - 3\mu_{22})^2 + 3(\mu_{11}^2 + \mu_{02})^2 \\
M_6 = (\mu_{00} - \mu_{22})^2 + 5(\mu_{11}^2 + \mu_{02})^2 \\
M_8 = (\mu_{00} - 3\mu_{22})^2 + 3(\mu_{11}^2 + \mu_{02})^2 \\
+ (5\mu_{11}^2 + \mu_{02})^2 \\
M_{10} = (\mu_{00} - \mu_{22})^2 + 3(\mu_{11}^2 + \mu_{02})^2 \\
+ (5\mu_{11}^2 + \mu_{02})^2 \\
+ (5\mu_{11}^2 + \mu_{02})^2 \\
\]

Geometric moments of a 1D signal \( S(x) \) are defined as the following [16]:

\[
M_n(x) = \int_0^x S(x + t)t^{n-1}dt \\
\]

Where \( M_n(x) \) is the moment of order \( n \) calculated from a window of size \( 2\sigma + 1 \) pixels centered at the point \( x \). Geometric moments of a 2D image \( I(x, y) \) are defined as the following [16]:

\[
M_{m,n}(x, y) = \int_{-\alpha}^{\alpha}\int_{-\beta}^{\beta} I(x + u, y + v)u^m v^n du dv \\
m, n = 0, 1, 2, \ldots
\]

Where \( M_{m,n}(x, y) \) is the moment of order \( (m, n) \) calculated from a window of size \( (2\sigma + 1) \times (2\sigma + 1) \) pixels centered at the point \( (x, y) \).

### 3.2 Color Feature Extraction

There have been researches using color feature as a query key for image retrieval in general, they use color histogram methods to obtain color feature information from an image. Color histogram indexing was introduced by Swain et al. [17]. They used the brightness values of RGB color space and stored coarsely quantized color histogram of images as indices. Funt et al. modified Swain’s method to improve its performance by using the histogram of the RGB color ratio from neighboring locations [18]. In general, histogram-based methods provide overall image characteristics. However, they show high sensitivity to illumination and cannot represent localized features well. An advanced color extraction method to compensate the above drawbacks of histogram-based methods is proposed.

First, when a query image is presented its RGB color space is converted into HSI (Hue, Saturation and Intensity) for better retrieval performance. Next, each image is divided into sub-blocks for considering spatial location information. Then, we can get a color feature vector from each sub-block.

#### 3.2.1 Color Feature Vector Extraction

Stricker proposed a color extraction method using the three moments of each color channel: average, standard deviation and skewness [19]. For the feature vector extraction, its color features are computed by solving the following equations:

\[
E_i = \frac{1}{m \cdot n} \sum_{j=0}^{m-1} P_{ij} - \left( \frac{1}{m \cdot n} \sum_{j=0}^{m-1} P_{ij} - E_i \right)^2 \\
\sigma_i = \left[ \frac{1}{m \cdot n} \sum_{j=0}^{m-1} (P_{ij} - E_i)^2 \right]^{\frac{1}{2}} \\
\alpha_i = \left[ \frac{1}{m \cdot n} \sum_{j=0}^{m-1} (P_{ij} - E_i)^3 \right]^{\frac{1}{2}}\]

Where \( E_i \) is an average of each color channel \((i = H, S, I)\), \( \sigma_i \) is a standard deviation, and \( \alpha_i \) is skewness. \( P_{ij} \) is the value of each color channel at the j-th image pixel. \( m \cdot n \) is a total number of pixels per image. Stricker used the 9 feature vector which consists of three moments for each color channel H, S, I respectively. A modification to the color extraction algorithm proposed by Stricker is proposed to improve the performance as follows:

- To use the color feature vectors considering spatial location information, Stricker’s method to each sub-block is applied.
- The number of bins for the index in S and I channel is reduced to 2 while keeping the 16 bins for index in H channel, because S and I do not much affect the retrieval performance directly.
- Only, the first moment for S and I channels except for H is used, for which also, the second and third moments are calculated. Therefore, 5 color features are used instead of Stricker’s 9 features. For the k-th \((m \cdot n)\) sub-block, we use the 5 features vector: The average \( E_{k,m} \), standard deviation \( \sigma_{k,m} \) and skewness \( \alpha_{k,m} \) for H channel, and the average \( (E_{k,m}^s, E_{k,m}^i) \) for S and I channels respectively.

### 3.3 MPEG-7 Edge Histogram Descriptor

#### 3.3.1 Definition and Semantics

The EHD in MPEG-7 represents local edge distribution in the image. Specifically, dividing the image space into \( 4 \times 4 \) sub-images, the local-edge distribution for each sub-image can be represented by a histogram. To generate the histogram, edges in the sub-images are categorized into five types: vertical, horizontal, 45-degree diagonal, 135-degree diagonal and nondirectional edges. Since there are 16 sub-images, a total of \( 5 \times 16 = 80 \) histogram bins are required. Table 1 summarizes the semantics of the 80-bin EHD [20].

<table>
<thead>
<tr>
<th>Table 1. Semantics of the histogram bins of the EHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram bins</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>BinCounts[0]</td>
</tr>
<tr>
<td>BinCounts[1]</td>
</tr>
<tr>
<td>BinCounts[2]</td>
</tr>
<tr>
<td>BinCounts[3]</td>
</tr>
<tr>
<td>BinCounts[4]</td>
</tr>
<tr>
<td>BinCounts[5]</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>BinCounts[78]</td>
</tr>
<tr>
<td>BinCounts[79]</td>
</tr>
</tbody>
</table>

#### 3.3.2 Extraction of Edge Histogram

For the EHD, it is required to detect nondirectional edges as well as four directional edges. The nondirectional edges include the edges with no particular directionality. The five types of edges can be extracted by a block-based edge extraction scheme. To do that, each sub-image is further divided into nonoverlapping square image-blocks. The size of the image-block is dependent on the image resolution. Regardless of the size of the given image, the image space is divided into a predetermined number of image-blocks. Each of image-blocks is then classified into one of the five edge categories mentioned above or as a non edge block. A simple method to do this classification is to treat each image-
block as a $2 \times 2$ super-pixel image-block and apply appropriate oriented edge detectors (Fig. 1) to compute the corresponding edge strengths. The edge detector with maximum edge strength is then identified. If this edge strength is above a given threshold, then the corresponding edge orientation is associated with the image-block. If the maximum of the edge strengths is below the given threshold, then that block is not classified as an edge block. The global edge histogram and some semi-global edge histograms are generated directly from BinCounts[i], $i=0, \ldots, 79$. The global histogram represents the edge distribution for the whole image space. Since there are 5 edge types, the global edge histogram has 5 bins and each bin value is obtained by accumulating and normalizing the dequantized bin values of the corresponding edge type of BinCounts[]. Consequently, we have a total of 10 bins (5 bins (local) + 5 bins (global)) for the similarity matching.

$$\begin{array}{cccccc}
1 & -1 & 1 & 1 & \sqrt{2} & 0 \\
-1 & -1 & -1 & 0 & \sqrt{2} & \sqrt{2} \\
1 & -2 & 0 & 0 & 0 & -2 \\
\end{array}$$

Fig 1: Filter coefficients for edge detection

4. DIMENSIONALITY REDUCTION ALGORITHMS

The VDs extracted are so large and consume the time in images retrieval. A proposed solution to this problem is to classify the original VDs into relevant and irrelevant VDs according to their correlation with target and correlation with each other. A concise algorithm to perform the VDs classification is shown in figure 2.

For $i = 1$ to $N$
Calculate $|C(A_i, T)|$
If $|C(A_i, T)| \leq \varepsilon$
Then
Drop VD $A_i$ from VDs set
Else
For $j = 1$ to $i$
Calculate $|C(A_i, A_j)|$
If $|C(A_i, A_j)| \leq \varepsilon$
Then
Put VD $A_i$ in the best VDs set
Else
Ignore $A_i$ from the original VDs set
End
Next $j$
Next $i$

Fig 2: VDs Classification Algorithm

Where: $N$: Total number of VDs in the original database table. $\varepsilon$: Threshold level for ignoring the VDs according to their correlation with target. $\varepsilon$ is threshold level for ignoring the VDs according to their correlation with each other. $C(A_i, T)$: The correlation between the VD, $i$ and target. $C(A_i, A_j)$: The correlation between the VD, $i$ and VD, $j$. In order to simplify the application of this algorithm on real images database, it is necessary to perform the following steps:
- Detect the numerical VD(s) in the given database table and transform it into linguistic terms.
- Check the dominant values in each VD for dropping unnecessary VD(s).
- Choose the most relevant set of VD(s) by the calculation of the conditional probability and the correlation between VD to class and VD to VD.

4.1 Fuzzification Algorithm

This process transfers the continuous VD values into linguistic terms. This test makes the algorithm deals with a few numbers of linguistic terms instead of a huge number of continuous values. Therefore, the search space is reduced [21]. Linguistic variables may be introduced in several ways. If the input $x \in X$ is given as a real number or a large number of integers linguistic variables are created dividing the data range $X$ into distinct (for crisp logic) sets $X_i$. A typical linguistic variables associated with the person tall, attribute will be short if $x < 1.5m$. normal if $1.5 \leq x \leq 1.8$ and high if $x > 1.8$. In this paper to avoid the problem of overlapping, a non-overlapping rectangular membership functions are used and the bounds of each linguistic term are determined by using the smooth histogram of real values.

4.2 Features Reduction Via Dominant Values Test

Real images can have universal VDs set $U_{at}$.

$$U_{at} = C_{at} \cup C_{on} \cup C_{un}$$

(20)

Where:
- $C_{at}$: VDs with normal values (The VD contains a small number of values with approximately the same distribution such as (high, normal, low,…).)
- $C_{on}$: VDs with one value (All the values are uniformly something such as “normal” or “low” or “high”). They do not contain any information that helps to distinguish between different rows. Because they lack any information content, they should be ignored).
- $C_{un}$: VDs with almost only one value (Almost all the records have the same value for that VD. As a general rule of thumb, if 85-99 percent of the values in the VD are identical, the VD is likely to be useless).

Any given VD in $U_{at}$ may have $n$ values; $\{v_1, v_2, \ldots, v_n\}$. These values can be used as a measure for determining the VD type by calculating their probabilities of existence $\{p_1, p_2, \ldots, p_n\}$; if $p_i=1.0$, then the VD $\in C_{at}$ if $0.85 < p_i < 1.0$ Then the VD $\in C_{un}$ Such VDs must be dropped from $U_{at}$ because they have trivial information [22]. Figure 3 shows the algorithm for this methodology.

For $j = 1$ to $J$ (J: Total number of VD)
For $k = 1$ to $n$
$(P_k) = (\frac{\text{No.of identical values of type } V_k}{\text{Total number of values}})$

Find Max $[p_1, p_2, \ldots, p_k, \ldots, p_n]$;
If Max $[p_k] \geq \varepsilon$
Then
the VD can be dropped from the original database table
Else
Keep the feature in the database
End
Next $j$
Next $k$

Fig 3: Reduction of less information VDs

4.3 Most Relevant VDs Selection

The preliminary pruning of unnecessary VDs had been performed via the dominant value test algorithm. So a new universal VD set $U_{at,new}$ ($U_{at,new} \subseteq U_{at}$) is constructed. This set is now suitable for the extraction of the most relevant VDs, $U_{at,mult}$ ($U_{at,mult} \subseteq U_{at,new}$).
4.3.1 Evaluation function
An evaluation function, $E_s$, presented in [23] was used to determine whether the feature may be included in the most relevant features set or not. This function is given by:

$$E_s = \frac{n * C_{AA}}{n + m * (n - 1) * C_{AA}}$$

(21)

Where:

$$C_{AA} = \left( \alpha - \sum_{j=1}^{n} P(a_j) \right)^2 - \left( \sum_{j=1}^{n} P(a_j)^2 \right) \times \left( \sum_{j=1}^{n} P(a_j) \right)^2$$

(22)

$$s = \begin{cases} \sum_{j=1}^{n} P(a_j)^2 \times \frac{P(a_j)}{n} \times \left( 1 - P(a_j) \right) \times \left( 1 - P(a_j) \right), & \text{if } a_j \in A \\ 0, & \text{otherwise} \end{cases}$$

(23)

$t_j$: All possible values of target T. $a_j$: All possible values of VD A. $n$: Number of VD in $U_{all\_new}$. $C_{AA}$: average of VD-VD correlations. $C_{AQ}$: average of VD-target correlations. $P(a_j)$: Probability that an VD has the value $a_j$. $P(t_j | a_j)$: The conditional probability that target has the value $t_j$ when a VD has a value $a_j$. Although this function depends on the correlation among the VD set ($C_{AA}$) and the VD to the corresponding target ($C_{AQ}$), it succeeds in very special cases. In real database the evaluation function fails if any VD has only one value ($C_{AA} = 0.0$ & $C_{AQ}$ undefined). So this paper introduces a unit step function, $U$, to modify the evaluation functions as follows:

$$E_{s\_mod} = U \cdot E_s$$

(24)

where:

$$U = \begin{cases} 1 & \text{if the database passed through its preliminary reduction} \\ 0 & \text{otherwise} \end{cases}$$

4.3.2 Search strategy
The number of $E_s$ calculations to extract $U_{all\_most}$ from $U_{all\_new}$ which has $N$ VDs is $(2^n - 1)$. The search space increases exponentially with $N$. This is computationally burdensome. A proposed methodology to extract $U_{all\_most}$ and reduce the search space is presented in figure 4. The methodology is based on constructing $N$ groups. The $i$th group ($G_i$) includes number of sets equal to $(N - i + 1)$. The total number of sets required for the $E_s$ calculations will be $\sum_{i=1}^{N} N - i + 1$. This strategy reduces the search space linearly.

Let $U_{all\_new} = \{ a_1, a_2, ..., a_k \}$

Let Test Set $= \{ \}$

Let Temp Set $= \{ \}$

Let $E_s = 0.0$

For $i = 1$ to $N$

Construct $G_i$

For $j = 1$ to $N - i + 1$

Temp Set $= \{ \}$

Temp Set(j) $= \{ \}$

Test Set $= \{ \}$

Test Set $= U_{all\_new}$

$U_{all\_new} = U_{all\_new} - \text{Test Set}$

Next $i$

For $j = 1$ to $N - i + 1$

Temp Set $= \{ \}$

Temp Set(j) $= \{ \}$

Test Set $= \{ \}$

Test Set $= U_{all\_new}$

$U_{all\_new} = U_{all\_new} - \text{Test Set}$

Next $i$

Fig 4: Search strategy for the selection of most relevant VDs.

5. SIMILARITY MATCHING
To compare the shape VDs, similarity distance metric is used as shown below:

$$D(Q, T) = \sum_{i=1}^{k} \left| f_{q,i} - f_{t,i} \right|$$

(25)

Where $Q$ is query image, $l$ is feature vector length, $T$ is image in database; $f_{q,i}$ is $i^{th}$ VD of query image $Q$, $f_{t,i}$ is $i^{th}$ VD of image $T$ in the database.

For the similarity calculation, to compare the color VD vectors of the query image $Q$ and a target image $T$ in the database, we used

$$D(Q, T) = \sum_{k=1}^{n} \left| F_{q,k} - F_{t,k} \right|$$

(26)

Where $F_{q,k}$ is the color VD vector of the $k$-th sub-block in image $Q$ and $F_{t,k}$ is that of image $T$, $l$ is the number of sub-blocks [24]. Comparing the edge feature histograms requires the distance $D(Q, T)$ of two image histograms $Q$ and $T$ using the following measure:

$$D(Q, T) = \sum_{i=0}^{A} | \text{Avg}(Local_{Q}[i]) - \text{Avg}(Local_{T}[i]) |$$

$$+ 5 \times \sum_{i=0}^{A} \left( | \text{Global}_{Q}[i] - \text{Global}_{T}[i] | \right)$$

(27)

Where Local_Q[i] represents the reconstructed value of Bin_Count[i] of image $Q$ and Local_T[i] is that of image $T$ [25]. Global_Q[i] and Global_T[i] represent the normalized bin values for the global edge histograms of image $Q$ and $T$, respectively. Since the number of bins of the global histogram is relatively smaller than that of local histogram, a weighting factor of 5 is applied in (27).

Let $D_s$ be the result of the difference between the query image and a database based on shape VDs. $D_C$ be the result of the difference between the query image and a database based on color VDs vectors and $D_r$ is the result of the difference between the query image and a database based on edge histogram, then the total difference take the form [26, 27]:

$$D_{new} = \alpha \cdot D_s + \beta \cdot D_C + \gamma \cdot D_r$$

(28)

6. EXPERIMENTAL RESULTS AND DISCUSSION
A technique based on NS clustering algorithm to image segmentation is proposed. First, the image is transformed into NS based on $T$, $I$, $F$ and a new adaptive threshold is employed to reduce the indeterminacy degree of the image, which is evaluated by the entropy of the indeterminate subset. NS image is enhanced using intensification transformation to improve the quality and emphasizes certain VDs of image to makes segmentation easier and more effective. The image becomes more uniform and homogenous, and more suitable for segmentation. Then, the image in NS domain passed to adaptive threshold for $T$, $I$ and $F$.

The proposed approach was tested on 30 images and compared the performance with that of some existing methods such as classical fuzzy c-mean, local threshold and global threshold.

Figure 5 shows results of the proposed approach on different slice. The image is transformed from image domain to True
domain objects as seen in Figure 5(b), Figure 5(c) shows the image transformed into False domain objects, Figure 5(d) use intensification transformation to enhance the image in the new domain. Figure 5(e, f) show the adaptive threshold for T-image and F-image using FCM. In Figure 5(g, h) define Indeterminate image from the homogeneity value of T using the absolute value of difference between intensity g(i, j) and its local mean value, Figure 5(i) shows adaptive threshold for I-image using FCM. Figure 5(j) binary NS image based on T, I, F. Finally, the results of the proposed segmentation approach are shown in Figure 5(k, l).

![Fig 5: NS algorithm for Liver segmentation](image)

Experiments were conducted using an image database consisting of Commercial Corel Image Gallery images [28]. Six images selected in the database were used to make query images and ground-truth images (the ground-truth data is a set of visually similar images for a given query image) are categorized by image classes based on the query images as shows in Fig. 6.

![Fig 6: Query images.](image)

The ground-truths that used in experiments were determined by three participants of the MPHG-7 CE. As a measure of retrieval accuracy, the Average Normalized Modified Retrieval Rank (ANMRR) is used [29]. Precision and Recall are well known measures for the retrieval performance. They are basically a "hit and miss" counter. That is, the performance is based on the number of retrieved images, which have similarity measures that are greater than a given threshold. For more specific comparisons, the rank information among the retrieved images in needed. ANMRR is the measure that exploits the rank of the retrieved images as well. Note that lower ANMRR values indicate more accurate retrieval performance. Table 2 shows the performance comparisons of NMRR and ANMRR.

<table>
<thead>
<tr>
<th>Table 2. Retrieval performance</th>
<th>Shape Color Edges All VDs M.R. VDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>query1</td>
<td>0.8732 0.3502 0.9303 0.9032 0.4038</td>
</tr>
<tr>
<td>query2</td>
<td>0.8156 0.8497 0.7602 0.6320 0.6403</td>
</tr>
<tr>
<td>query3</td>
<td>0.9201 0.7498 0.4834 0.5302 0.6402</td>
</tr>
<tr>
<td>NMRR query4</td>
<td>0.5289 0.6907 0.6424 0.7021 0.5498</td>
</tr>
<tr>
<td>query5</td>
<td>0.4903 0.8503 0.7357 0.3203 0.7340</td>
</tr>
<tr>
<td>query6</td>
<td>0.8335 0.8545 0.5632 0.4392 0.4530</td>
</tr>
<tr>
<td>ANMRR</td>
<td>0.7436 0.7242 0.6858 0.5878 0.5701</td>
</tr>
</tbody>
</table>

The first stage of experiment is concerned with all the VDs that can be extracted from the image as follows:

The GMs is used to extract the shape VDs that will be named in table 3 as \( (VD_1, VD_2, \ldots, VD_k) \). In addition, the modified Stricker method on the HSI color space is applied to get the color VDs namely \( (VD_s, VD_a, \ldots, VD_c) \). The MPEG-7 edge histogram descriptor is used to extract the edges VDs namely \( (VD_{e1}, VD_{e2}, \ldots, VD_{e7}) \). Finally, each image in the database has a VD vector that consists of 18 components; the last one is the class feature as shown in table 4. Now, the second stage of experiment is performed to reduce the extracted VDs. This stage is represented by the CLIPS language which has strong search ability. It is beginning with fuzzification process to convert the continuous VDs to linguistic terms as shown in table 5. Table 6 shows the calculations of the correlation between VD-to-VD and VD-to-class and the corresponding evaluation functions are shown in table 7. The most relevant VDs set includes \( \{VD_s, VD_a, VD_{e1}, VD_{e7}\} \), which has the largest evaluation function value, \( E_s = 0.493 \). The retrieval images in case of using all VDs extracting and the case of using the most relevant VDs for the same color query image are shown in figures 7 and 8 respectively. In case of presenting the query image to the system, the retrieval images quality is very good but the time consumed is much more. The comparison between using all VDs and the most relevant VDs in the retrieved process is shown in Fig. 9. The results show that the average query time for returning 30 images is about 0.7 s for most relevant VDs and about 1.9 s for all VDs. This means that using the most relevant VDs reduce the calculation work and the computation time in the retrieval process. Then, it becomes clear that the retrieval time of the proposed model using the most relevant VDs is better than the using all VDs. The main advantage of these proposed algorithms is the balance between preservation of retrieval quality and consumption of retrieval time.

7. CONCLUSION

In this paper, a new images segmentation technique based on NS approach and an adaptive threshold has been proposed. The image is described as a NS using three membership sets \( T, I \) and \( F \). The entropy in NI domain is defined and employed to measure the indetermination. Adaptive threshold and NL are employed to obtain segmented image. VDs for increasing the matching performance were presented. Three feature extraction methods based on shape, color and edges were proposed. It must be emphasized that the main objective of this paper is increasing the retrieval performance, not only by using the VDs separately but also by using the all mentioned VDs to extract the all possible features from the same image. Consequently, we can deal with different kind of images that have shape, color and edges in the same time. In addition, this paper introduces a novel technique for reducing a search space of evaluation function from exponential to linear function. Therefore, the time consumed for calculation of evaluation function is reduced. The overall results of using most relevant VDs in image retrieval satisfied the balance between preservation of retrieval quality and consummation of retrieval time.
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Fig 7: The retrieved images using all VDs.
Fig 8: The retrieved images using most relevant VDs.

Fig 9: Comparison between the times consumed in two cases.

Table 7. Evaluation Function for all Possible Sets

<table>
<thead>
<tr>
<th>Groups</th>
<th>Possible Sets</th>
<th>$E_{max}$</th>
<th>Max. $E_{max}$ in each group</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.116</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.097</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.193</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.249</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.109</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.218</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.206</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.174</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.129</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.204</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.211</td>
<td></td>
</tr>
<tr>
<td>$G_1$</td>
<td>(VDi)</td>
<td>0.273</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. The VDs from image database

Visual descriptors
- Shape descriptor
- Color descriptor
- Edge descriptor

Geometrical moments
- Stricker method
- MPEG-7

RGB channels
- HSI channels
- RGB channels

Local (average of 16 sub-images)
- ver. hor. 45-deg. 135-deg. nondir.

| M1 | M2 | M3 | M4 | M5 | M6 | Eelt | delt | delt2 | Eel | Et | VD1 | VD2 | VD3 | VD4 | VD5 | VD6 | VD7 | VD8 | VD9 | VD10 | VD11 | VD12 | VD13 | VD14 | VD15 | VD16 | VD17 |
|----|----|----|----|----|----|------|------|-------|-----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|

Table 4. The Sample of the Original VDs Extracted from Image Database.
Table 5. The fuzzy values of VDs extracted from Images Database

<table>
<thead>
<tr>
<th>Images</th>
<th>VD 1</th>
<th>VD 2</th>
<th>VD 3</th>
<th>VD 4</th>
<th>VD 5</th>
<th>VD 6</th>
<th>VD 7</th>
<th>VD 8</th>
<th>VD 9</th>
<th>VD 10</th>
<th>VD 11</th>
<th>VD 12</th>
<th>CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>img 1</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>img 2</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 3</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 4</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 5</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 6</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 7</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 8</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 9</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 10</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 11</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 12</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 13</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 14</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 15</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 16</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 17</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 18</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 19</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 20</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 21</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 22</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 23</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 24</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 25</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 26</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 27</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>img 28</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>

Table 6. The Correlation Matrix for VDs extracted from images Database

<table>
<thead>
<tr>
<th>VDs</th>
<th>VD 1</th>
<th>VD 2</th>
<th>VD 3</th>
<th>VD 4</th>
<th>VD 5</th>
<th>VD 6</th>
<th>VD 7</th>
<th>VD 8</th>
<th>VD 9</th>
<th>VD 10</th>
<th>VD 11</th>
<th>VD 12</th>
<th>CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VD 1</td>
<td>0.7530</td>
<td>0.6010</td>
<td>0.8900</td>
<td>0.0000</td>
<td>0.8940</td>
<td>0.497</td>
<td>0.7012</td>
<td>0.4332</td>
<td>0.5862</td>
<td>0.5645</td>
<td>0.6240</td>
<td>0.5316</td>
<td>0.1852</td>
</tr>
<tr>
<td>VD 2</td>
<td>0.9966</td>
<td>0.8412</td>
<td>0.1440</td>
<td>0.0823</td>
<td>0.7479</td>
<td>0.0834</td>
<td>0.8463</td>
<td>1.0000</td>
<td>0.3141</td>
<td>0.5410</td>
<td>0.7847</td>
<td>0.6503</td>
<td>0.7741</td>
</tr>
<tr>
<td>VD 3</td>
<td>0.6843</td>
<td>0.5550</td>
<td>0.1600</td>
<td>0.5719</td>
<td>0.6495</td>
<td>0.4321</td>
<td>0.6213</td>
<td>0.3560</td>
<td>0.5681</td>
<td>0.5373</td>
<td>0.7104</td>
<td>0.4317</td>
<td>0.7540</td>
</tr>
<tr>
<td>VD 4</td>
<td>0.5114</td>
<td>0.6848</td>
<td>0.3739</td>
<td>0.5853</td>
<td>0.5548</td>
<td>1.0000</td>
<td>0.5864</td>
<td>0.9543</td>
<td>0.9135</td>
<td>0.0158</td>
<td>0.7488</td>
<td>0.9114</td>
<td>0.7510</td>
</tr>
<tr>
<td>VD 5</td>
<td>0.7672</td>
<td>0.7926</td>
<td>0.6285</td>
<td>0.7347</td>
<td>0.7685</td>
<td>0.7892</td>
<td>1.0000</td>
<td>0.8698</td>
<td>0.6389</td>
<td>0.7545</td>
<td>0.7455</td>
<td>0.7455</td>
<td>0.4575</td>
</tr>
<tr>
<td>VD 6</td>
<td>1.0000</td>
<td>0.5684</td>
<td>0.1539</td>
<td>0.5453</td>
<td>0.5648</td>
<td>0.5972</td>
<td>0.5064</td>
<td>1.0000</td>
<td>0.6462</td>
<td>0.8942</td>
<td>0.6215</td>
<td>0.0331</td>
<td>0.8100</td>
</tr>
<tr>
<td>VD 7</td>
<td>0.6842</td>
<td>0.6440</td>
<td>0.0253</td>
<td>0.9487</td>
<td>0.0190</td>
<td>0.4050</td>
<td>0.7951</td>
<td>0.6275</td>
<td>1.0000</td>
<td>0.6253</td>
<td>0.6471</td>
<td>0.0090</td>
<td>0.7941</td>
</tr>
<tr>
<td>VD 8</td>
<td>0.5156</td>
<td>0.5660</td>
<td>0.7667</td>
<td>0.5061</td>
<td>0.7540</td>
<td>0.5109</td>
<td>0.6609</td>
<td>0.5600</td>
<td>0.6471</td>
<td>1.0000</td>
<td>0.6471</td>
<td>0.6253</td>
<td>0.6275</td>
</tr>
<tr>
<td>VD 9</td>
<td>0.1648</td>
<td>0.6060</td>
<td>0.1679</td>
<td>0.0348</td>
<td>0.1043</td>
<td>0.0277</td>
<td>0.8811</td>
<td>0.8824</td>
<td>0.6235</td>
<td>0.5874</td>
<td>0.7749</td>
<td>0.5109</td>
<td>0.0000</td>
</tr>
<tr>
<td>VD 10</td>
<td>0.9787</td>
<td>0.4057</td>
<td>0.0169</td>
<td>0.4483</td>
<td>0.0357</td>
<td>0.4685</td>
<td>0.7570</td>
<td>0.6532</td>
<td>0.6471</td>
<td>0.0090</td>
<td>0.7941</td>
<td>0.5131</td>
<td>0.7712</td>
</tr>
<tr>
<td>VD 11</td>
<td>0.6841</td>
<td>0.5660</td>
<td>0.7667</td>
<td>0.5061</td>
<td>0.7540</td>
<td>0.5109</td>
<td>0.6609</td>
<td>0.5600</td>
<td>0.6471</td>
<td>1.0000</td>
<td>0.6471</td>
<td>0.6253</td>
<td>0.6275</td>
</tr>
<tr>
<td>VD 12</td>
<td>0.7478</td>
<td>0.7817</td>
<td>0.6169</td>
<td>0.7453</td>
<td>0.7617</td>
<td>0.7617</td>
<td>0.5610</td>
<td>0.6982</td>
<td>0.8320</td>
<td>0.7778</td>
<td>0.6681</td>
<td>0.6882</td>
<td>0.8894</td>
</tr>
<tr>
<td>CLASS</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>