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ABSTRACT 

This paper adopts a novel model for Content-Based Image 

Retrieval (CBIR) system depending on an excellent 

segmentation strategy and combination of Visual Descriptors 

(VDs). The presented model is divided into four main phases: 

image segmentation, visual descriptors, Dimensionality 

Reduction (DR) and similarity matching. An improved 

segmentation technique based on Neutrosophic Sets (NSs) is 

proposed and applied to see their ability and accuracy to 

segment images. In relative to the VDs, the geometrical 

moments are used to extract the shape of an object, the 

modified Stricker method to the color extraction is proposed 

and the MPEG-7 edge histogram descriptor is presented for 

each of them. Experimental results presented show that the 

proposed model provides precise image retrieval in a short 

time. 
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1. INTRODUCTION 
CBIR systems retrieve relevant images in a database using 

visual contents of the images [1]. Advanced research is 

mainly developed based on the high-level semantic analysis of 

the image contents along with the visual contents of the image 

such as shape, color and edges [2]. The local image areas of 

interest are easily left unnoticed as the global features do not 

contain enough information for local discrimination [3]. A 

way to pay attention to local properties is to use image 

segmentation. 

Neutrosophy is a branch of philosophy, introduced by F. 

Smarandache in 1995; it can solve some problems that cannot 

be solved by the fuzzy logic. It studies the Neutrosophic 

Logical (NL) values of the propositions. Each proposition is 

estimated to have three components: the percentage of truth in 

a subset T, the percentage of indeterminacy in a subset I and 

the percentage of falsity in a subset F [4]. NL is so new that 

its use in many fields merits exploration. In this paper, NL is 

applied to the field of segmentation [5]. 

Define <A> as an event or entity, <Non-A> is not <A> and 

<Anti-A> is the opposite of <A>. Also, <Neut-A> is defined 

as neither <A> nor <Anti-A>. For example, if <A> = white, 

then <Anti-A> = black. <Non-A> = blue, yellow, red, black, 

… etc. (any color except white). <Neut-A> = blue, yellow, 

red, … etc. (any color except white and black). According to 

this theory every idea <A> tends to be neutralized and 

balanced by <Anti-A> and <Non-A> ideas [6]. 

In this paper, the new NS approach based on adaptive 

threshold is proposed to segment images. The image is 

transformed into Neutrosophic Domain (ND). Each pixel in 

the ND can be represented as T, I and F which means the 

pixel is t% true, i% indeterminate and f% false, where t varies 

in T, i varies in I, and f varies in F, respectively. A new 

operation is employed to reduce the indetermination degree of 

the image, which is evaluated by the entropy of the 

indeterminate subset. Then, the image becomes more uniform 

and homogenous, and more suitable for thresholding. 

A common scheme to represent the image is to extract 

different types of VDs such as shape, color and edges. 

Moment functions of the two-dimensional image intensity 

distribution are used in a variety of applications, as descriptors 

of shape. Image moments that are invariant with respect to the 

transformations of scale, translation, and rotation find 

applications in areas such as pattern recognition, object 

identification and template matching [7]. 

In general, histogram-based methods provide overall image 

characteristics. However, they show high sensitivity to 

illumination and cannot represent localized features well. An 

advanced color extraction method to compensate the above 

drawbacks of histogram-based methods is proposed [8]. 

Edges in images constitute an important feature to represent 

their contents. An edge histogram in the image space 

represents the frequency and the directionality of the 

brightness changes in the image. It is a unique feature for 

images, which cannot be duplicated by a color histogram or 

the texture features [9]. The edge histogram descriptor 

expresses only the local edge distribution in the image which 

may not be sufficient to represent global features of the edge 

distribution. So the semi-global and global edge histograms 

from the local histogram bins are presented. 

Although the integration of multi features enhances the image 

detection rate and increases the image retrieval performance, 

but the speed of the content-based image retrieval is slower 

mainly due to the curse of high dimensionality of the feature 

space. Therefore, to enhance image detection rate and 

simplify computation of image retrieval, a DR technique must 

be adopted such as feature selection [10]. Feature selection is 

a one solution for computational cost problem of CBIR. It 

refers to selecting the most important features and their 

combinations for describing and querying items in the 

database in order to reduce retrieval complexity in terms of 

process time while maintaining high retrieval performance. 

The rest of this paper is composed of the following sections. 

Section 2 shows the proposed new NS for segment image. 

The VDs is introduced in section 3. DR algorithm is outlined 

in section 4. The similarity matching for each VD is presented 

separately and also for combined VDs in section 5. 

Experimental results are shown in section 6. Finally, the 

conclusion is presented in section 7.  

2. SEGMENTATION 
2.1 Neutrosophic Set (NS) 

NS and its properties are discussed briefly in [11]. 

Definition 1 (NS): define T, I and F as neutrosophic 

components to represent <A>, <Neut-A> and <Anti-A>. Let 

T, I and F be standard or non-standard real subsets of ]-0,1+[ 
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with sup T = t_sup , inf T = t_inf , sup I = i_sup, inf I = i_inf, 

sup F = f_sup, inf F = f_inf and n_sup = t_sup+i_ sup+ f_sup, 

n_inf = t_inf +i_inf + f_inf. x_sup specifies the superior limits 

of the subsets, and x_inf specifies the inferior limits of the 

subsets. T, I and F are not necessarily intervals, but may be 

any real subunitary subsets. T, I and F are set-valued vector 

functions or operations depending on known or unknown 

parameters and they may be continuous or discrete. 

Additionally, they may overlap or be converted from one to 

the other. An element  FITA ,,  belongs to the set in the 

following way: it is t true  Tt , i indeterminate  Ii  

and f false  Ff   where t, i, and f are real numbers in the 

sets T, I and F. In a classical set, I=ᴓ, inf T=sup T = 0 or 1, inf 

F = sup F = 0 or 1 and sup T = sup F = 1. In a fuzzy set, I = ᴓ , 

inf T = sup T = [0,1] , inf F = sup F = [0,1] and sup T = sup F 

= 1. In a NS,  1,0,, FTI  [12]. In order to apply 

neutrosophy, an image needs to be transferred to a ND. A 

pixel in the ND can be represented as T, I and F meaning the 

pixel is t% true, i% indeterminate and f % false, where t varies 

in T, i varies in I and f varies in F, respectively. In a classical 

set, i=0, t and f are either 0 or 100. In a fuzzy set, i=0, 

100,0  ft . In a NS, 100,,0  fit . 

2.2 Neutrosophic Image (NI) 

Definition 2 (NI): Let U be a universe of discourse and W be 

a set included in U, which is composed by bright pixels. A NI 

PNS is characterized by three subsets T, I and F. A pixel P in 

the image is described as P(T, I, F) and belongs to W in the 

following way: it is t% true in the bright pixel set, i% 

indeterminate and f % false, where t varies in T, i varies in I 

and f varies in F. The pixel P(i,j) in the image domain is 

transformed into ND PNS(i,j) ={T(i,j), I(i,j), F(i,j)}. Where 

T(i,j), I(i,j) and F(i,j) are the probabilities belong to white set, 

indeterminate set and non-white set, respectively, which are 

defined as [13]: 

        jiIjiFjiTjiPNS ,,,,,,                       (1) 

 
 

minmax

min

______

,
,

gg

gjig
jiT






                                           (2)  

 
 

minmax 00

0 ,
1,

HH

HjiH
jiI o






                                   (3) 

   jiTjiF ,1,                                                    (4) 

     









______

0 ,,, jigjigabsjiH                          (5) 

Where  
______

, jig is the local mean value of the pixels of the 

window size, and Ho(i, j) is the homogeneity value of T at (i, 

j), which is described by the absolute value of difference 

between intensity g(i, j) and its local mean value  
______

, jig . 

After the image is transformed in NS domain, some concepts 

and operations in ND are defined and employed. 

2.3 Entropy of NI  
Entropy is utilized to evaluate the distribution of different 

gray level in images. If the entropy is maximum, the different 

intensities have equal probability and the intensities distribute 

uniformly. If the entropy is small, the intensities have 

different probabilities and their distributions are non-uniform 

[14]. 

Definition 3 (NI entropy): NI entropy is defined as the 

summation of the entropies of three subset T, I and F, which is 

employed to evaluate the distribution of the elements in ND: 

   iPiPEn TTT ln                                       (6) 

    iPiPEn FFF ln                                    (7) 

    iPiPEn III ln                                       (8) 

IFTNS EnEnEnEn                                    (9)  

Where, 
TEn , 

IEn  and 
FEn  are the entropy of subsets T, I 

and F respectively.  iPT
,  iPI

 and  iPF
 are the 

probabilities of element i in T, I and F, respectively. 
TEn  

and 
FEn  are utilized to measure the distribution of the 

elements in NS and the entropy of T , 
IEn  is employed to 

evaluate the indeterminacy distribution. 

2.4 Adaptive Threshold 

After the true subset T is handled and the noise in T is 

removed and T becomes more homogeneous, which is 

suitable to segment the subset T precisely even using adaptive 

threshold method. Local adaptive threshold used to select an 

individual threshold for each pixel based on the range of 

intensity values in its mean of local neighborhood. This 

approach is used for finding the local threshold to statistically 

examine the intensity values of the local neighborhood of 

each pixel. This method is simple, fast and less 

computationally intensive and produces good results for 

segment images [15], and the following algorithm shows the 

steps of the proposed approach for segmentation in details. 
 

Algorithm 1: NL and Adaptive Threshold 

1: Transfer image from image domain to ND using NL. 

2: Each pixel in neutrosophic image PNS is represented by three 

subsets T, I and F.         jiFjiIjiTjiPNS ,,,,,,  . 

3: Calculate histogram of the image. 

4: Calculate local maxima of the histogram and calculate the mean of 

local maxima. 

5: Find the peaks greater than mean of local maxima. 

6: Lets the first peak be 
ming  and the last peak be 

maxg . 

7: Calculate T(i, j) from local of mean window, 
ming , and 

maxg . 

8: Calculate I(i, j) from the homogeneity value of T using the absolute 

value of difference between intensity g(i, j) and its local mean value. 

9: Calculate F(i, j)= 1-T(i, j). 

10: After the image is transformed in NS domain. Entropy 
NSEn  is 

utilized to evaluate the NS image for T, I and F. 

11: Sum the image entropy 
FITNS EnEnEnEn  . 

12: Apply adaptive local threshold used the mean of the local 

intensity distribution with static coefficient factor for slices. 

13: The output from adaptive threshold is binary image. Find 

connected components. 

3. VISUAL DESCRIPTORS 

3.1 Geometrical Moments  
The shape of an object is a very important character in 

human’s perception, recognition, and comprehension. 

Because geometric shape represents the essential 

characteristic of an object, and has invariance with respect to 

translation, scale and orientation, the analysis and discernment 
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like geometry are of important significance in computer vision 

[16]. 
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Geometric moments of a 1D  signal  S(x) are defined as the 

following [16]: 
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Where )(xM n
 is the moment of order n calculated from a 

window of size
  1) + (2 pixels centered at the point x . 

Geometric moments of a 2D image  y)I(x,  are defined as 

the following [16]: 
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Where )(, xM nm
 is the moment of order  n) (m, calculated 

from a window of size
 1) + (2 × 1) + (2 21   pixels centered 

at the point y). (x,  

3.2 Color Feature Extraction 

There have been researches using color feature as a query key 

for image retrieval in general, they use color histogram 

methods to obtain color feature information from an image. 

Color histogram indexing was introduced by Swain et al. [17]. 

They used the brightness values of RGB color space and 

stored coarsely quantized color histogram of images as 

indices. Funt et al. modified Swain's method to improve its 

performance by using the histogram of the RGB color ratio 

from neighboring locations [18]. In general, histogram-based 

methods provide overall image characteristics.  However, they 

show high sensitivity to illumination and cannot represent 

localized features well. An advanced color extraction method 

to compensate the above drawbacks of histogram-based 

methods is proposed. 

First, when a query image is presented its RGB color space is 

converted into HSI (Hue, Saturation and Intensity) for better 

retrieval performance. Next, each image is divided into sub-

blocks for considering spatial location information. Then, we 

can get a color feature vector from each sub-block. 
 

3.2.1 Color Feature Vector Extraction 
Stricker proposed a color extraction method using the three 

moments of each color channel of an image: average, standard 

deviation and skewness [19]. For the feature vector extraction, 

its color features are computed by the following equations: 
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Where 
iE  is an average of each color channel  ISHi ,, , 

i  is a standard deviation, and 
i  is skewness. 

ijP  is the 

value of each color channel at the j-th image pixel. nm   is a 

total number of pixels per image. Stricker used the 9 feature 

vector which consists of three moments for each color channel 

H, S, I respectively. A modification to the color extraction 

algorithm proposed by Stricker is proposed to improve the 

performance as follows:     

-To use the color feature vectors considering spatial location 

information, Stricker's method to each sub-block is applied; 

-The number of bins for the index in S and I channel is 

reduced to 2 while keeping the 16 bins  for index in H 

channel, because S and I do not much affect the retrieval 

performance directly,  

-Only, the first moment for S and I channels except for H is 

used, for which also, the second and third moments are 

calculated. Therefore, 5 color features are used instead of 

Stricker's 9 features. For the k-th nm   sub-block, we use the 

5 features vector: The average 
HkE ,

, standard deviation 

 Hk ,  and skewness  Hk ,  for H channel, and the average 

 IkSk EE ,, ,  for S and I channels respectively. 

3.3 MPEG-7 Edge Histogram Descriptor 
3.3.1 Definition and Semantics 

The EHD in MPEG-7 represents local edge distribution in the 

image. Specifically, dividing the image space into 44  sub-

images, the local-edge distribution for each sub-image can be 

represented by a histogram. To generate the histogram, edges 

in the sub-images are categorized into five types; vertical, 

horizontal, 45-degree diagonal, 135-degree diagonal and 

nondirectional edges. Since there are 16 sub-images, a total of 

80165   histogram bins are required. Table 1 summarizes 

the semantics of the 80-bin EHD [20]. 

Table 1. Semantics of the histogram bins of the EHD 
Histogram bins                     Semantics 

BinCounts[0]         Vertical edge of sub-image at (0,0) 

BinCounts[1]         Horizontal edge of sub-image at (0,0) 
BinCounts[2]         45-degree edge of sub-image at (0,0) 

BinCounts[3]         135-degree edge of sub-image at (0,0) 

BinCounts[4]         nondirectional edge of sub-image at (0,0) 
BinCounts[5]         Vertical edge of sub-image at (0,1) 

                                         . 
                                         . 

BinCounts[78]  135-degree edge of sub-image at (3,3) 

BinCounts[79]  nondirectional edge of sub-image at (3,3) 

 

3.3.2 Extraction of Edge Histogram 
For the EHD, it is required to detect nondirectional edges as 

well as four directional edges. The nondirectional edges 

include the edges with no particular directionality. The five 

types of edges can be extracted by a block-based edge 

extraction scheme. To do that, each sub-image is further 

divided into nonoverapping square image-blocks. The size of 

the image-block is dependent on the image resolution. 

Regardless of the size of the given image, the image space is 

divided into a predetermined number of image-blocks. 

Each of the image-blocks is then classified into one of the five 

edge categories mentioned above or as a non edge block. A 

simple method to do this classification is to treat each image-
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block as a 22  super-pixel image-block and apply 

appropriate oriented edge detectors (Fig. 1) to compute the 

corresponding edge strengths. The edge detector with 

maximum edge strength is then identified. If this edge 

strength is above a given threshold, then the corresponding 

edge orientation is associated with the image-block. If the 

maximum of the edge strengths is below the given threshold, 

then that block is not classified as an edge block. The global 

edge histogram and some semi-global edge histograms are 

generated directly from BinCounts[i], i=0,…79. The global 

histogram represents the edge distribution for the whole image 

space. Since there are 5 edge types, the global edge histogram 

has 5 bins and each bin value is obtained by accumulating and 

normalizing the dequantized bin values of the corresponding 

edge type of BinCounts[]. Consequently, we have a total of 10 

bins (5 bins (local) + 5 bins (global)) for the similarity 

matching. 

1 -1  1 1  2  
0  0 2  

 2 -2 

1 -1  -1 -1  0 
- 2  

 
- 2  

0  -2 2 

Fig 1: Filter coefficients for edge detection 
 

4. DIMENSIONALITY REDUCTION 

ALGORITHMS 
The VDs extracted are so large and consume the time in 

images retrieval. A proposed solution to this problem is to 

classify the original VDs into relevant and irrelevant VDs 

according to their correlation with target and correlation with 

each other. A concise algorithm to perform the VDs 

classification is shown in figure 2. 
 For  i = 1 to N  

  Calculate C(Ai,T) 

    If ( C(Ai,T)  1  

   Then  

   Drop VD Ai  from VDs  set  

   Else  

     For  j  = 1  to  N 

       Calculate C(Ai,Aj)  i  j 

           If  ( C(Ai,Aj)  2 

               Then  

                 Put VD Ai in the best VDs set  

              Else  

                Ignore Aj from the original VDs set                                                                                                                     

                   ) Next j  

      )  

Next i , 

Fig 2: VDs Classification Algorithm 
 

Where; N: Total number of VDs in the original database table. 

1: Threshold level for ignoring the VDs according to their 

correlation with target. 2: Threshold level for ignoring the 

VDs according to their correlation with each other.  TAC i , : 

The correlation between the VD, i and target.  ji AAC , : The 

correlation between the VD, i and VD, j. 

In order to simplify the application of this algorithm on real 

images database, it is necessary to perform the following 

steps; 

-Detect the numerical VD(s) in the given database table and 

transform it into linguistic terms. 

-Check the dominant values in each VD for dropping 

unnecessary VD(s). 

-Choose the most relevant set of VD(s) by the calculation of 

the conditional probability and the correlation between VD to 
class and VD to VD. 

 

4.1 Fuzzification Algorithm 
This process transfers the continuous VD values into 

linguistic terms. This test makes the algorithm deals with a 

few numbers of linguistic terms instead of a huge number of 

continuous values. Therefore, the search space is reduced 

[21]. Linguistic variables may be introduced in several ways. 

If the input Xx  is given as a real number or a large 

number of integers linguistic variables are created dividing the 

data range X into distinct (for crisp logic) sets Xi. A typical 

linguistic variables associated  with  the  person  tall,  attribute  

will be  short  if mx 5.1 , normal if 8.15.1  x  and 

high if 8.1x . In this paper to avoid the problem of 

overlapping, a non-overlapping rectangular membership 

functions are used and the bounds of each linguistic term are 

determined by using the smooth histogram of real values. 

4.2 Features Reduction Via Dominant 

Values Test  
Real images can have universal VDs set Uatt. 

alonnoatt CCCU                                             (20) 

Where; 

Cno: VDs with normal values (The VD contains a small 

number of values with approximately the same distribution 

such as (high, normal, low,….etc). 

Con: VDs with one value (All the values are uniformly 

something such as “normal” or “low” or “high”. They do not 

contain any information that helps to distinguish between 

different rows. Because they lack any information content, 

they should be ignored). 

Cal: VDs with almost only one value (Almost all the records 

have the same value for that VD. As a general rule of thumb, 

if 85-99 percent of the values in the VD are identical, the VD 

is likely to be useless). 

Any given VD in Uatt may have n values;  nk vvvv ,...,...,, 21
. 

These values can be used as a measure for determining the 

VD type by calculating their probabilities of existence 

 nk PPPP ,...,...,, 21
. If pk=1.0, then the VD Con, If 0.85   pk < 

1.0 Then the VD  Cal, Such VDs must be dropped from Uatt 

because they have trivial information [22]. Figure 3 shows the 

algorithm for this methodology. 
 

For j = 1 to J (J: Total number of VD) 

   For k = 1 to n 

  
j

k
jk )

values of number Total

Vtype  of values idintical of No.
()(P 

 
        Find Max {p1,p2, … ,pk,………  pn  }j 

            If  Max { pk} j     
           Then  

             (the VD can be dropped 

                  from the original database table) 

           Else  

            Keep the feature in the database  

    Next k 

Next j 

Fig 3: Reduction of less information VDs 

4.3 Most Relevant VDs Selection   
The preliminary pruning of unnecessary VDs had been 

performed via the dominant value test algorithm. So a new 

universal VD set, Uatt_new (Uatt_new  Uatt) is constructed. This 

set is now suitable for the extraction of the most relevant VDs, 

Uatt_most, (Uatt_most   Uatt_new).   
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4.3.1 Evaluation function 
An evaluation function, (ES), presented in [23] was used to 

determine whether the feature may be included in the most 

relevant features set or not. This function is given by: 

,
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*
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jt : All possible values of target T.
ia : All possible values of 

VD A. n: Number of VD in Uatt_new. CAA: average of VD-VD 

corrélations. CAT: average of VD-target correlations. P(ai): 

Probability that an VD has the value ai. P(tj|ai): The 

conditional probability that target has the value tj when a VD 

has a value ai. Although this function depends on the 

correlation among the VD set (CAA) and the VD to the 

corresponding target (CAT), it succeeds in very special cases. 

In real database the evaluation function fails if any VD has 

only one value (CAT = 0.0 & CAA = undefined value). So this 

paper introduces a unit step function, U, to modify the 

evaluation functions as follows: 

ss EUE mod_
                                                         (24) 

where; 
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4.3.2 Search strategy 
The number of Es calculations to extract Uatt_most from Uatt_new 

which has N VDs is  12 N . The search space increases 

exponentially with N. This is computationally burdensome. A 

proposed methodology to extract Uatt_most and reduce the 

search space is presented in figure 4. The methodology is 

based on constructing N groups. The ith group (Gi) includes 

number of sets equal to  1 iN . The total number of sets 

required for the Es calculations will be 






Ni

i

iN
1

1
. This 

strategy reduces the search space linearly.  
Let  Uatt_new   = { a1, a2, …..aN} 

Let  Test_Set  = {  }  

Let  Temp_Set (i,j)  = {  } 

Let  Es   =  0.0 

  For  i  = 1  to  N 

    Construct Gi 

      For j = 1 to  N-i+1 

        Temp_Set(i,j)= Test Set  jth VD of Uatt_new 

           Calculate Es (i, j)  

              If  Es (i, j)  Es 

                 ( Then 

                 Max_Es = Es (i, j)  

                Uatt_most = Temp_Set (i, j) 

                Es = Es (i, j)  

             Else ) 

       Next j 

   Test_Set = Uatt_most 

   Uatt_new    = Uatt_new – Test_Set 

Next i  

Fig 4: Search strategy for the selection of most relevant VDs. 
 

5. SIMILARITY MATCHING 
 To compare the shape VDs, similarity distance metric is used 

as shown below: 


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                                        (25) 

Where Q is query image, l is feature vector length, T is image 

in database; 
iqf ,

 is 
thi  VD of query image Q, 

itf ,
 is 

thi  

VD of image T in the database. 

For the similarity calculation, to compare the color VD 

vectors of the query image Q and a target image T in the 

database, we used 

  

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l

k

ktkq FFTQD
1

,,,                                     (26)                                                           

Where 
kqF ,

 is the color VD vector of the k-th sub-block in 

image Q and 
ktF ,

 is that of image T, l is the number of sub-

blocks [24]. 

Comparing the edge feature histograms requires the distance 

 TQD ,  of two image histograms Q  and T  using the 

following measure:  
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Where Local_Q[i] represents the reconstructed value of 

Bin_Count[i] of image Q  and Local_T[i] is that of image T 

[25]. Global_Q[] and Global_T[] represent the normalized bin 

values for the global edge histograms of image Q and T, 

respectively. Since the number of bins of the global histogram 

is relatively smaller than that of local histogram, a weighting 

factor of 5 is applied in (27). 

Let 
sD  be the result of the difference between the query 

image and a database based on shape VDs, 
CD  be the result 

of the difference between the query image and a database 

based on color VDs vectors and 
eD  is the result of the 

difference between the query image and a database based on 

edge histogram, then the total difference take the form [26, 

27]: 

ecssce DDDD ...   , where 1          (28) 

6. EXPERIMENTAL RESULTS AND 

DISCUSSION 
A technique based on NS clustering algorithm to image 

segmentation is proposed. First, the image is transformed into 

NS based on T, I, F and a new adaptive threshold is employed 

to reduce the indeterminacy degree of the image, which is 

evaluated by the entropy of the indeterminate subset. NS 

image is enhanced using intensification transformation to 

improve the quality and emphasizes certain VDs of image to 

makes segmentation easier and more effective. The image 

becomes more uniform and homogenous, and more suitable 

for segmentation. Then, the image in NS domain passed to 

adaptive threshold for T, I and F. 

The proposed approach was tested on 30 images and 

compared the performance with that of some existing methods 

such as classical fuzzy c-mean, local threshold and global 

threshold. 

Figure 5 shows results of the proposed approach on different 

slice. The image is transformed from image domain to True 
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domain objects as seen in Figure 5(b), Figure 5(c) shows the 

image transformed into False domain objects, Figure 5(d) use 

intensification transformation to enhance the image in the new 

domain, Figure 5(e, f) show the adaptive threshold for T-

image and F-image using FCM. In Figure 5(g, h) define 

Indeterminate image from the homogeneity value of T using 

the absolute value of difference between intensity g(i, j) and 

its local mean value, Figure 5(i) shows adaptive threshold for 

I-image using FCM. Figure 5(j) binary NS image based on T, 

I, F. Finally, the results of the proposed segmentation 

approach are shown in Figure 5(k, l). 

 

 
 

Fig 5: NS algorithm for Liver segmentation 
 

Experiments were conducted using an image database 

consisting of Commercial Corel Image Gallery images [28]. 

Six images selected in the database were used to make query 

images and ground-truth images (the ground-truth data is a set 

of visually similar images for a given query image) are 

categorized by image classes based on the query images as 

shows in Fig. 6. 
 

   

   
 

Fig 6: Query images. 
 

The ground-truths that used in experiments were determined 

by three participants of the MPHG-7 CE. As a measure of 

retrieval accuracy, the Average Normalized Modified 

Retrieval Rank (ANMRR) is used [29]. Precision and Recall 

are well known measures for the retrieval performance. They 

are basically a "hit and miss" counter. That is, the 

performance is based on the number of retrieved images, 

which have similarity measures that are greater than a given 

threshold. For more specific comparisons, the rank 

information among the retrieved images in needed. ANMRR 

is the measure that exploits the rank of the retrieved images as 

well. Note that lower ANMRR values indicate more accurate 

retrieval performance. Table 2 shows the performance 

comparisons of NMRR and ANMRR. 
 

Table 2. Retrieval performance 

 

 

NMRR 

 

 Shape Color Edges All VDs M.R. VDs 

query1 0.8732 0.3502 0.9303 0.9032 0.4038 

query2 0.8156 0.8497 0.7602 0.6320 0.6403 

query3 0.9201 0.7498 0.4834 0.5302 0.6402 

query4 0.5289 0.6907 0.6424 0.7021 0.5498 

query5 0.4903 0.8503 0.7357 0.3203 0.7340 

query6 0.8335 0.8545 0.5632 0.4392 0.4530 

ANMRR 0.7436 0.7242 0.6858 0.5878 0.5701 
 

The first stage of experiment is concerned with all the VDs 

that can be extracted from the image as follows;  

The GMs is used to extract the shape VDs that will be named 

in table 3 as  721 ,...,, VDVDVD . In addition, the modified 

Stricker method on the HSI color space is applied to get the 

color VDs namely  1298 ,...,, VDVDVD . The MPEG-7 edge 

histogram descriptor is used to extract the edges VDs namely 

 171413 ,...,, VDVDVD . Finally, each image in the database 

has a VD vector that consists of 18 components; the last one is 

the class feature as shown in table 4. Now, the second stage of 

experiment is performed to reduce the extracted VDs. This 

stage is represented by the CLIPS language which has strong 

search ability. It is beginning with fuzzification process to 

convert the continuous VDs to linguistic terms as shown in 

table 5. Table 6 shows the calculations of the correlation 

between VD-to-VD and VD-to-class and the corresponding 

evaluation functions are shown in table 7. The most relevant 

VDs set includes {VD9, VD6, VD13, VD17}, which has the 

largest evaluation function value, Es = 0.493. 

The retrieval images in case of using all VDs extracting and 

the case of using the most relevant VDs for the same color 

query image are shown in figures 7 and 8 respectively. In case 

of presenting the query image to the system, the retrieval 

images quality is very good but the time consumed is much 

more. 

The comparison between using all VDs and the most relevant 

VDs in the retrieved process is shown in Fig. 9. The results 

show that the average query time for returning 30 images is 

about 0.7 s for most relevant VDs and about 1.9 s for all VDs. 

This means that using the most relevant VDs reduce the 

calculation work and the computation time in the retrieval 

process. Then, it becomes clear that the retrieval time of the 

proposed model using the most relevant VDs is better than the 

using all VDs. The main advantage of these proposed 

algorithms is the balance between preservation of retrieval 
quality and consummation of retrieval time. 

7. CONCLUSION 
In this paper, a new images segmentation technique based on 

NS approach and an adaptive threshold has been proposed. 

The image is described as a NS using three membership sets 

T, I and F. The entropy in NI domain is defined and employed 

to measure the indetermination. Adaptive threshold and NL 

are employed to obtain segmented image. 

VDs for increasing the matching performance were presented. 

Three feature extraction methods based on shape, color and 

edges were proposed. 

It must be emphasized that the main objective of this paper is 

increasing the retrieval performance, not only by using the 

VDs separately but also by using the all mentioned VDs to 

extract the all possible features from the same image. 

Consequently, we can deal with different kind of images that 

have shape, color and edges in the same time. 

In addition, this paper introduces a novel technique for 

reducing a search space of evaluation function from 

exponential to linear function. Therefore, the time consumed 

for calculation of evaluation function is reduced. The overall 

results of using most relevant VDs in image retrieval satisfied 

the balance between preservation of retrieval quality and 

consummation of retrieval time. 
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Fig 7: The retrieved images using all VDs. 
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Fig 8: The retrieved images using most relevant VDs. 

 
 

 

Fig 9: Comparison between the times consumed in two cases. 

 

Table 7. Evaluation Function for all Possible Sets 
 

Groups Possible Sets Es_mod 
Max. Es-mod 

in each group 

 

 

 

 

 

 

G1  

{VD1} 0.116 

 

 

 

 

 

 

 

0.273 

{VD3} 0.107 

{VD4} 0.195 

{VD6} 0.245 

{VD8} 0.109 

{VD9} 0.273 

{VD10} 0.218 

{VD11} 0.206 

{VD12} 0.174 

{VD13} 0.129 

{VD14} 0.204 

{VD16} 0.095 

{VD17} 0.211 

 

 

 

 

 

G2 

{VD9, VD1} 0.326 

 

 

 

 

 

 

0.401 

{VD9, VD3} 0.198 

{VD9, VD4} 0.323 

{VD9, VD6} 0.401 

{VD9, VD8} 0.389 

{VD9, VD10} 0.238 

{VD9, VD11} 0.323 

{VD9, VD12} 0.174 

{VD9, VD13} 0.356 

{VD9, VD14} 0.247 

{VD9, VD16} 0.272 

{VD9, VD17} 0.369 

 

 

 

 

G3 

 

 

 

 

 

 

 

 

 

 

G4 

{ VD9, VD6, VD1} 0.363 

 

 

 

 

 

0.472 

 

 

 

 

 

 

 

 

 

 

 

0.493 

 

{ VD9, VD6, VD3} 0.398 

{ VD9, VD6, VD4} 0.409 

{ VD9, VD6, VD8} 0.328 

{ VD9, VD6, VD10} 0.413 

{ VD9, VD6, VD11} 0.421 

{ VD9, VD6, VD12} 0.323 

{ VD9, VD6, VD13} 0.472 

{ VD9, VD6, VD14} 0.369 

{ VD9, VD6, VD16} 0.303 

{ VD9, VD6, VD17} 0.425 

{ VD9, VD6, VD13, VD1} 0.422 

{ VD9, VD6, VD13, VD3} 0.457 

{ VD9, VD6, VD13, VD4} 0.359 

{ VD9, VD6, VD13, VD8} 0.326 

{ VD9, VD6, VD13, VD10} 0.149 

{ VD9, VD6, VD13, VD11} 0.298 

{ VD9, VD6, VD13, VD12} 0.404 

{ VD9, VD6, VD13, VD14} 0.329 

{ VD9, VD6, VD13, VD16} 0.437 

{ VD9, VD6, VD13, VD17} 0.493 

 

 

 

G5 

{ VD9, VD6, VD13, VD17, VD1} 0.412 

 

 

 

 

 

 

0.478 

{ VD9, VD6, VD13, VD17, VD3} 0.478 

{ VD9, VD6, VD13, VD17, VD4} 0.466 

{ VD9, VD6, VD13, VD17, VD8} 0.471 

{ VD9, VD6, VD13, VD17, VD10} 0.409 

{ VD9, VD6, VD13, VD17, VD11} 0.379 

{ VD9, VD6, VD13, VD17, VD12} 0.295 

{ VD9, VD6, VD13, VD17, VD14} 0.378 

{ VD9, VD6, VD13, VD17, VD16} 0.435 

 

 

Table 3. The VDs from image database 
 

Visual descriptors 

Shape descriptor Color descriptor Edge descriptor 

Geometrical moments Stricker method MPEG-7 

RGB channels HSI channels RGB channels 

 M1     M2    M3     M4    M5    M6     M7    EH     δH     αH      ES       EI 
Local ( average of 16 sub–images ) 

ver.     hor.  45-deg.    135-deg.    nondir. 

VD1  VD2  VD3  VD4  VD5  VD6  VD7 VD8  VD9  VD10  VD11  VD12 VD13  VD14     VD15       VD16         VD17 

 

Table 4. The Sample of The original VDs Extracted from Image Database. 

Images VD1 VD2 VD3 VD4 VD5 VD6 VD7 VD8 VD9 VD10 VD11 VD12 VD13 VD14 VD15 VD16 VD17 
CLASS 

img 1 333.444 434.444 443.204 368.484 448.321 334.448 8042.1 8023.6 8603.34 6383 44423.8 0381.4 48.30 3.28 42.30 43.34 4.33 C1 

img 2 83.344 432.364 114.044 342.314 483.623 383.638 8111.6 8034.4 8103.3 2481.44 8143.42 8401.3 8.20 0.326 44.3 8.36 42.30 C3 

img 3 436.464 443.244 403.284 438.486 30.243 403.634 1460.33 8201.68 8144.2 0433.84 0344.32 44031.8 34.30 44.32 0.42 3.30 1.16 C4 

img 4 434.644 3010... 480.044 413.422 20.368 468.113 1440.6 8803.2 8034.21 3221.8 2448.03 3610.4 1.60 3.662 41.8 44.48 8.1 C5 

img 5 84.044 304.244 81.864 448.222 66.303 442.012 8106.46 1444.23 1023.3 2240.43 8104.42 4836.1 40.3 43.02 6.414 44.42 0 C2 

img 6 86.164 404.204 231.204 338.103 488.363 384.442 8664.43 1383.0 1163.3 8600.34 1044.24 2836.0 6.42 2.160 43.832 0.46 8 C5 

img 7 434.344 444.634 433.434 363.313 436.100 364.102 1332.6 8003.26 8663.43 2116.3 44836.24 44230.3 41.6 44.438 44.43 48.30 1.33 C1 

img 8 382.434 461.614 138.614 333.401 364.444 344.311 8602 8000 8001.62 2434.6 2836.64 8436.3 8.8 1.00 3.44 42.3 1.2 C2 

img 9 83.164 342.444 80.204 344.302 483.622 383.630 8114.3 8160.44 8100.6 2001.2 2234.60 3846 1.43 3.602 44.63 8.4 8.3 C5 

Img10  441.344 434.204 82.434 442.383 38.421 483.001 1480.31 8306.1 8144.3 2386.1 1486.30 6031.4 8.44 1.86 

 

44.3 3.6 2.4 C4 

Img11  38.614 433.404 443.084 383.144 426.832 383.610 1344.8 1434.32 8643.2 1320.6 1034.38 1604.3 42.4 44.30 43.843 6.48 43.3 C3 
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Img12  03.384 344.864 480.404 444.442 383.610 383.624 8644.1 1444.28 1800.26 4061.2 3016.28 3861.0 3.0 8.36 48.30 1.41 4.1 C5 

Img13  88.124 312.124 438.244 344.203 483.444 384.302 8011.33 1343.644 1664.44 1836.34 1063.32 1603.3 48.3 44.30 6.48 44.83 0.63 C2 

Img14  348.324 343.484 434.244 423.388 03.813 448.360 1444.23 8660.1 1123.02 1248.36 44836.1 0618.3 8.40 6.22 1.32 6.21 2.4 C1 

Img15  38.614 333.344 281.044 333.446 34.834 383.631 1432.3 8033.4 1024.6 8461.0 1604.2 1063.4 1.03 2.88 3.448 8.42 8.40 C4 

Img16  64.204 404.444 441.614 363.814 334.446 366.300 1483.60 8643.2 1008.4 2016.3 2603.8 2610.2 6.30 1.63 42.30 43.30 1.1 C3 

Img17  344.424 364.444 03.434 430.144 83.643 401.662 1323.8 8034.1 1616.48 2106.3 2443.6 8603.4 48.34 44.38 1.444 8.46 44.3 C3 

Img18  443.434 446.084 443.164 438.224 382.664 344.838 8644.8 8108.4 8163.32 2443.1 2643.8 1630.3 1.3 44.83 44.62 0.88 8.1 C2 

Img19  334.344 38.614 361.044 444.343 336.001 483.444 1484.2 8144.2 8032.6 2384.10 44836.4 44320 43 6.22 0.63 44.68 43.3 C1 

Img20  81.284 343.434 31.434 383078. 16.034 344.844 8043.3 1442 1034.2 2443.6 2163.3 2416.4 6.34 8.34 44.48 44.4 44.30 C5 

Img21  404.044 416.824 00.204 400.483 63.428 464.038 8034.3 1400.2 1003.43 1326.0 0630.0 44448 43.33 1.24 

 

8.443 0.2 6.00 C1 

Img22  404.084 340.344 468.424 484.444 304.863 361.042 8106.44 1432.61 1622.4 44383.6 0442.1 44836 6.44 0.34 44.6 3.8 8.6 C4 

Img23  60.084 414.344 241.244 344.832 463.342 388.633 8116.44 8604.2 8106.44 8401.6 2016.3 2401.2 2.00 6.48 46.0 44.48 0.43 C5 

Img24  63.344 333.344 16.244 346.134 3830642 301.834 8004.21 8023.44 8002.16 2446.10 2461.4 2444.3 6.41 0.1 41.28 44.23 43.6 C3 

Img25  446.864 341.444 443.244 484.366 410.623 332.166 8660.3 8103.4 1164.32 2810.33 8306.00 8426.0 43.8 44.42 43.48 0.23 43.8 C2 

Img26  38.614 382.434 83.614 383.344 28.364 434.032 8034.6 8044.8 1026.3 2441.03 8401.6 8360.1 48.3 1.33 44.33 8.64 48.42 C3 

Img27  04.824 343.344 64.834 460.003 344.263 361.883 8103.44 8004.2 8160.44 2434.60 2434.1 8326.4 46.32 44.48 44.83 3.3 42.6 C3 

Img28  443.644 444.434 400.614 480.464 83.623 460.443 8803.42 1332.6 8604.48 1283.6 0344.2 0236.4 44.03 3.62 8.36 43.63 48.3 C1 

Img29  434.484 334.244 38.614 344.384 10.340 442.334 8103.2 1423.6 8004.2 1036.4 8443.3 1301.2 0.63 8.44 1.03 43.40 44 C2 

Img30  63.344 382.434 348.324 421.420 4180634 381.000 8643.3 1383 1664.40 1263.43 2016.43 1343.8 41.64 44.44 2.63 44.30 1.3 C4 

 

 

Table 5. The fuzzy values of VDs extracted from Images Database 

Images VD1 VD2 VD3 VD4 VD5 VD6 VD7 VD8 VD9 VD10 VD11 VD12 VD13 VD14 VD15 VD16 VD17 CLASS 

img 1 High High High Medium Low Medium High Medium Medium Medium Low High Medium Medium Low Medium Medium C1 

img 2 Low High Low High Low High High High Medium Medium High Medium High High Low High High C3 

img 3 Medium High Medium High Low High High Medium Medium High Low High Medium Medium Low Medium Medium C4 

img 4 Medium High Medium High Low High High High High Medium Medium Low High High Low High Medium C5 

img 5 Low High Low High Low High High Medium Low Medium High Low Medium Medium Low Medium High C2 

img 6 Low High Low High Low High High High High Medium Low Medium High High Low Medium High C5 

img 7 High High High Medium Low Medium High Medium High Medium High High Medium Medium Low Medium Medium C1 

img 8 High High High Medium Low Medium High Medium Medium Medium Medium Medium Medium High Low High High C2 

img 9 Low High Low High Low High High High Low Medium Medium Low High High Low High High C5 

img 10 Low High Low High Low High High Medium Low Medium Low High Medium High Low High High C4 

img 11 Low High Low High Low High High Medium High Medium High Medium Medium Medium Low Medium Medium C3 

img 12 Low High Low High Low High High High Low Low High Low High High Low Medium High C5 

img 13 Low High Low High Low High High Medium Medium Medium Low Medium Medium Medium Low Medium Medium C2 

img 14 Medium High Medium High Low High High Medium High High Medium High Medium Medium Low High High C1 

img 15 Low High Low High Low High High High High Medium Low Medium High Medium Low Medium High C3 

img 16 Low High Low High Low High High High Low Medium Medium Medium High High Low High High C4 

img 17 Medium High Medium High Low High High Medium Low Medium Low Medium Medium Medium Low Medium Medium C3 

img 18 Low High Low High Low High High High Medium Medium Medium Medium High High Low High High C2 

img 19 High High High Low Low Low High Low High Low Medium High Low Medium Low Medium Low C1 

img 20 Low High Low High Low High High High High Medium Medium Medium High High Low High High C5 

img 21 Medium High Medium High Low High High Medium Medium Medium Low High Medium High Low High High C1 

img 22 High High Medium Medium Low Medium High Low Low High Medium Low High Medium Low High Low C4 

img 23 Low High Low High Low High High High High Medium Low Medium High High Low High High C5 

img 24 Low High Low High Low High High High Low Medium High Medium High High Low High High C4 

img 25 Low High Low High Low High High Medium Low Medium Medium Medium High High Low High High C2 

img 26 Low High Low High Low High High High Medium Medium High Medium Medium Medium Low Medium High C4 

img 27 Low High Low High Low High High High Medium Medium High Medium High Medium Low Medium High C3 

img 28 Low High Low High Low High High Medium High Medium Medium High Medium High Low High High C1 

img 29 Low High Low High Low High High High High Medium Medium Medium High High Low High High C2 

img 30 Medium High Low High Low High High High Medium Medium Medium Medium Medium Medium Low Medium High C3 

 
Table 6.  The Correlation Matrix for VDs extracted from images Database  

 

 
VD1 VD3 VD4 VD6 VD8 VD9 VD10 VD11 VD12 VD13 VD14 VD16 VD17  CLASS 

VD9  0.815.   0.1..5   0.70..   1.0000   0.709.   0.1908   0.8.57  .09..7  0.1717   0.1197   0.179.   0.1179   0.1551   0.7117 

VD6  0.0017   0.7957   0.5978   0..771  .08910  0....9   0.791.   1.0000   0.1598   0.195.   0.8798   0.1187   0.1019   0.8895 

VD13  0.197.   0.115.   1.0000   0.8.05   0.7191   0.857.  .09751  0.87.5   0.1.10   0.1198   0.1718   0.1..5   0.85.9   0.159. 

VD4  0.159.   0.179.   0.1.80   0.1717   0.1197   1.0000   0.1119   0.109.   0.05.8  .0.517  0.8097   0.55.9   0.815.   0.819. 

VD11  0.187.   0.8009   0.1797   0.8.59   0.18.7   0.8071   0.19.7   0.115.   1.0000   0.8797   0.7100   0.715.  .07991  0.119. 

VD3  1.0000   0.1197   0.5108   0.1919   0.1197   0.1087   0.1.19   0.157.   0.1977   0.7097   0.1751   0....5   0.7.5.   0.1108 

VD16  0..1977   0..199   0..717  .00970  1.0000   0.991.   0.8015   0.1.71   0.1779   0.1879   0.8159   0.1185   0.8.59   0.1559 

VD17  0.1008   1.0000   0.1.58   0.1.01   0.11.7   0.1.51   0.1119   0.1..8   0.8150   0.5190   0.155.  .0.915  0.7007   0.1119 

VD10  0.5197   0..1..  .05180  0...97  0.5..9   0..888   0.7755   0.7179   0.1.05  0.1789  0.8890  0.115.  1.0000   0.1105 

VD8  0.0785  0..915   0...10   0.9971   0...18  .01971  0.8.10   0.11.7   0.1985   1.0000   0.8795   0.1157   0.8857  0.1..1 

VD14 .0..19  0...55  0.598.   0.0119   0.0787   0.0891   0.11.5   0.8791   0.1771   0.11.5   0.8175   1.0000   0.11.7   0.1151 

VD1  0.8897   0.8757   0.8150   0.819.   0.81.5   0.8517   0.115.   0.1077   0.7791   0.8878  .05119  0.1975   0.7775   0.1709 

VD12  0..197  .05119  0...190   0..091   0.75.0   0....5   0.1..0   0.1.75   0.80.1  0.1179  1.0000   0.119.   0.8195   0.1.57 
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