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ABSTRACT 

Regression testing is a software testing technique. Testing and 

validating the part of code are the activity performed within 

different phases. Tasks of regression testing are: Test Case 

Prioritization, Test Suite Selection, Test case reduction which 

give the guarantee that no intended fault is produced while 

modifying the code. This paper hybrid all the criteria’s in 

different prospective with existing techniques. Selecting and 

choosing minimum number of test cases according to the 

result is our major goal. It will give solution to certain 

unnecessary results found after testing that further seem to be 

diminished in execution time. In our work we are formulizing 

the swarm algorithm for hybrid criteria. Hybrid criteria use 

Rank, Merge and Choice for building the test cases from test 

suite for minimizing the redundancy. Branch technique is 

used if one of test cases fails or does not show any result then 

next option can be used. Swarm algorithms give additional 

functions for having effective result with less time and effort. 

Initial seed value for hybrid criteria’s is taken randomly. This 

research will lead to give better efficiency in regression 

testing using hybrid criteria. Path Coverage deals with the test 

case selection as it gives all the details of test cases.  

 

General Terms 
Event Coverage, Statement Coverage, Execution Time, Fault 

Detected, Priority, ACO 
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1. INTRODUCTION 
Software engineering is an application deals with the 

development of software i.e. Analysis, Design, 

Implementation and Maintenance of software in a systematic 

manner.  Development process involves with the need of the 

client, it first maintain the list and design architecture. 

Software engineering deal with two types of Engineers: 

System Engineer: It is the process of designing the entire 

development. Computer Engineer: Involved software 

developer with great experience of years.  

Regression testing is a maintenance part of the software 

testing. Maintenance ensures enhancements after detecting, 

deleting the absolute error. Thus, it guarantee that modified 

part of the program do not affect the remaining unmodified 

part. It requires complete effort, attention, consumes time and 

is cost effective. It effectively tests that new modified code or 

new features added are compatible with the existing code. 

Minimization of time and effort is done by restarting the only 

selected part of code. Modification checks the compilation. 

The main goal is to select the minimum number of test cases 

and also to choose the selected part to test rather than the 

entire. Researchers worked on various approaches of 

regression testing i.e. Test case selection, Test suite reduction, 

Test case prioritization. Criteria’s used by these approaches 

are code coverage modification of code. Code coverage is to 

check whole program that all the statements, branches, events, 

faults etc. are covered or not. More the coverage of code 

lesser is the possibilities to have errors. 

Test case prioritization is for ordering test cases, which are 

done based on the priority to achieve the goal. Test suite 

reduction minimization is used to reduce the redundancy as 

the redundancy consists of space coverage. Regression test 

selection is to select the smaller number of test cases for a 

large code, in which subpart helps in modifying only selected 

portion. 

Our main focus is to use the hybrid criteria’s to increase the 

efficiency of a particular case. Various algorithms and 

techniques are used in regression testing in individual 

approaches but the techniques used in hybrid approaches are 

hardly implemented in individual approaches. Most of 

researchers use the hybrid technique with Pareto optimization, 

HGS algorithms and Pseudo random number generation, 

swarm and evolutionary algorithms are helping algorithms in 

this testing. 

2. LITERATURE REVIEW 
Sreedevi Sampath et. al.  In his work gave uniform 

representation of hybrid criteria’s. Hybrid criteria’s they used 

is of various approaches Main goal of their research is to give 

the uniform representation of approaches. They came to know 

that test cases have lots of coverage. Factors on which they 

depend are weightage, priority and hybrid. Methodology used 

by the researcher to show the effectiveness gave the expected 

results. This paper concludes that it is effective to have 

“Hybrid criteria” with under a one roof. [14] 

Mai Daftedar et. al. proposed their paper on regression testing 

in automatic pseudo random generation. In this test cases are 

selected according to the recent seed value i.e. regression test 

selection approach. It tests the current code modification by 

taking into the seed value. This is the paper which depends 

upon the GUI systems which are not embedded. Main goal of 

this paper is to generate accurate test cases and to have best 

framework to have quality. Algorithm first do initialization by 

this current state is achieved. In this paper “Rank” formulation 

is used. Events are created and then triggering process is also 

done. But the innovating algorithm takes the delay time into 

count and also does verification. Tools which shows the 

efficiency is product development kit and hardware simulator 

tool. Factors on which they proposed the paper is percentage 

of efficiency, real time response, failure recovery. [18] 
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Jin chen et. al. this paper is based on real time research to 

calculate when GUI regression is failed then who is 

responsible or whom to blame. Real world testing Scripting 

testing is best suited. It checks 197 faults come in the industry 

in GUI. Faults detected were incorrect fault, configuration, 

bugs etc. main goal is to fix the bugs by using X Tool and In 

Design. Result shows out of 197 test cases 2 bugs are found in 

InDesign and 9 test cases are not found anywhere in the code. 

Researcher assumes that it is resolved in execution 

environment. Script, Oracle, Test Tools and Configuration are 

the causes for false positives. [13] 

 

Gurinder singh et. al. ensures the modification of the software 

effective by increasing the efficiency using GA and ACO 

algorithms. As we know GA is evolutionary algorithm and 

ACO is a swarm algorithm. Researcher works upon the 

previous work and then recommend new proposed technique 

by using test suite, they select the test case randomly first and 

then put other test cases in their path. Initialization is by half 

of the ants and other ants then share the information while 

new test cases are placed in their paths. This research 

concludes their report by giving the effective algorithm by 

reducing the time. [10] 

 

3. RELATED WORK 

3.1 Existing System 
In the existing system, test case prioritization and selection are 

used individually with single criteria. Regression testing using 

hybrid criteria’s is not yet done with effective results. As in 

software systems, software tester has to test number of test 

cases at a time. Test cases can be more than thousand. So it 

becomes difficult to test all the test cases within short interval 

of time period. In previous work no such effective results are 

found in the field of regression testing by using hybrid 

criteria’s, which can help testing with maximum outcome. 

Lots of time and efforts are taken by the existing system to 

test multiple criteria’s at a time. As we know regression 

testing is to test number of test cases by using the criteria’s 

individually, which in turn consumes time and efforts. Using 

collective approaches with the help of Ant colony we are 

making the result more effective. 

Ant colony optimization is not used to have events, statements 

and branches within one technique in the existing systems. 

Examining the relationship of multiple criteria to different 

techniques on application with different characteristics is still 

not been done.[14] 

3.2 Proposed Approach 
In our proposed approach, Ant Colony Optimization is used 

for regression prioritization and selection but using events, 

statements, branches and execution time in one technique is 

our required proposed work. In our work main task is to cover 

maximum number of test cases. How Ant’s work in their area 

to search for a food is given as follows: 

 First requirement is to check number of events 

covered, which can be selected by Ants after 

choosing the test cases randomly. It tells what and 

how the documentation is doing. 

 After having events we need to check the statements 

whether all are covered or not. Statement coverage 

depends on the rank produced by ordering the 

criteria’s. Each criterion has its own advantages so 

one could not be affected by through another. After 

ranking, merging technique is used which helps in 

having all criteria’s in one packet so they can work 

collectively. Ant Colony optimization helps to 

merge all the statements. 

 Branch criteria are to cover all the conditions under 

the statements and merge them to have coverage of 

all intended faults.  

 Execution time depends on the requirements and 

criteria’s. How modified code affects the existing 

code, which will calculate how fast faults are 

covered under each criteria. 

 It is important that value of one criterion do not 

conflict with other. If statement coverage are more 

and events are more than faults detected will be 

more. 

 

Number of terms taken within different criteria’s is as 

followed: 

a. Total number of test cases to detect the faults “F”  

in a test suite are:  

{T1, T2, T3, T4, T5} 

b. Events covered within the test cases are: 

{e1, e2, e3} 

c. Statement covered within each test cases of criterion 

are: {s1, s2, s3, s4, s5} 

d. Branches covered in the documentation are: 

{b1, b2} 

e. Fault detection during the regression testing are: 

{f1, f2, f3, f4, f5} 

 

3.3 Strategy 
Most of researchers use various criteria’s and test those 

criteria’s one after another, but using all in one helps in 

reducing the work of software tester. They use “Branch” and 

“all-use” criteria i.e. Branch criteria helps if one fails it will 

pass to another one. Whereas the all-use takes all features into 

count, it checks in detail what the previous work is. Event 

coverage helps to checks how many tasks are performed and 

how many are failed. Statement coverage helps in having sub 

test cases in one test case. Maximum statements must be 

covered in each criterion. 

Regression testing first collects the data to test and then made 

the result. Run the test and then compare the tested outcome 

with the previous result. If results vary then Fault may exist in 

modified part which may affect the existing part. 

3.4 Research Process 
Process of having the Ant Colony Algorithm in our research 

work defines the designing of our work with the algorithm.  

Objective: First task is to have the objective of the work. In 

our research our main objectives are statement coverage, 

event coverage, less execution time. 

Variables:  Variables can be length of events, number of test 

cases, and calculated number of seconds to detect the fault. 

Evaluation:  Evaluation of the process deals with the failure 

criteria. 

Comparison: Comparison depends on the execution time and 

fault covered. 

3.5 Methodology 

3.5.1 Ant colony using Hybrid Criteria 
 Main goal of Ant colony optimization algorithm is 

to have end result on the basis of achieving 

minimum number of test cases. Ants select the Path 

with the deposition of pheromone.  

 Methodology is used to have required objectives 

which can be achieved by selecting test cases in 

proposed Ant Colony Algorithm. Ant colony 
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optimization main task is to do Pheromone 

deposition after knowing the best suited path for 

food. Ants have different behavior and different 

types of Ants choose different path for Pheromone 

deposition and Trail pheromone evaporation. 

 Pheromone deposition is too calculating the fitness 

i.e.  Number of test cases is equal to number 

pheromone deposited by Ants in the path randomly. 

 Trail pheromone is one who deposits the pheromone 

and after giving path they evaporate.  

 High probability path is calculated with the help of 

pheromone deposition. 

 

Ant colony Optimization is a part of swarm algorithms and 

consists of following reasons to choose in our work 

 

 

 
Fig. 1 Working of ACO 

 
Ant colony Optimization is a part of swarm algorithms with 

consists of following reasons to choose in our work 

 Ants have number of control parameters. Maximum 

control in the algorithm is covered by the ants who 

deposited higher density pheromone while going 

from the path randomly.  

 Ants in the process cover the path faster and are less 

time consuming. Whereas in BCO optimization it is 

hard to calculate.   

 ACO Optimization consists of both the terms 

exploitation and exploration. Pheromone deposition 

is the one by through ants can communicate 

whereas in BCO it is hard to understand the 

communication because of Waggle dance  

 In ACO pheromone evaporate after showing the 

path. But in BCO three kind of Bee’s exists who do 

path coverage employed, onlookers and scout which 

make the working typical. 

 ACO took first priority of test cases randomly then 

work further according to pheromone deposition.  

3.5.2 Metrics used in hybrid criteria 
APFD (average percent fault detection) is to calculate the 

value of priority according to different outputs and software. 

To measure effectiveness of a test order, we use the average 

percent of faults detected metric. Although several metrics 

exist to evaluate prioritized test orders, APFD is the most 

commonly used metric. For a  test suite T with n test cases, if 

F is a set of m faults detected by T, then let TFm a be test case 
from the test suite having that particular fault . So APFD 

metric is given as: 

 Values calculated by APFD should be > 0.5 then it 

will be effective in our work. 

  Total number of test cases  are  5 

APFD = 1- TF1+TF2……+TFm +   1 

                                  mn                     2n 

Where, TF1 is the value of that test case which is having first 

fault.TF2 is the value of that test case which is having second 

fault and so forth. 

m= Modified number of lines, n= Number of test cases. 

4. IMPLEMENTATION 
Implementation of Ant Colony Optimization (ACO) algorithm 

process is as follows:  

 Input details about test cases in a test suite. 

 Run ACO algorithm for all Ants. 

 The best path will be chosen from each iteration 

based on: 

a. Maximum statement coverage 

b. Maximum Events coverage 

c. Maximum Statement coverage 

d. Maximum fault coverage 

e. Minimum Execution Time 

 Assigning the control parameters. 

Initial solution:  

Total number of solutions = Total number of 

Pheromone deposited 

 Probability of all the criteria’s is calculated. 

Consider we are on test case i and we have to find 

probability of test case j. 

 Update the Pheromone 

 Deposit Pheromone on the best path by using add. 

 Reduce Pheromone on the other edges by using 

evaporate. 

 Stop  the iteration process if all  of the following are 

covered: 

a. Statement  

b. Events 

c. Branches 

d. Time 

e. Fault 

  Check whether all the cases are considered or not. 
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 Determine the final path based on: 

a. Maximum fault detection  

b. Fault test case matrix 

c. All coverage criteria’s 

4.1 First Hybrid Criteria 
Number of criteria’s on which our hybridization depends is 

Events, Statements, Branches, Execution time and Error 

covered. Test cases must be selected first to have the total 

number of inputs within the test suite. Length of the test cases 

covers the number of events, statements and branches covered 

with each criterion of the test cases. First we have to initialize 

the control parameters needed for ant’s to prioritize the test 

cases. 

4.1.1 Table showing the entire Criteria’s Results. 
 Each criterion shows its own coverage area 

individually depends upon coverage faults detected. 

 Execution time shows the duration of detecting the 

fault in time. 

 Value of priority is changing with each run. 

 Best solution chosen out of each run will depend on 

the APFD value.

                                                                                    

Table 1: Results of Fault Coverage 

RUN Statement  Event  Branches No. of 

fault 

covered 

Execution 

time in 

sec 

Priority APFD 

1                          4 2 0 2 5   

 2 2 1 2 1   

 3 2 2 2 8   

 2 1 1 1 1   

 1 2 1 0 9 2,4,1,3,5 0.62 

2 4 2 0 2 5   

 2 2 1 2 1   

 3 2 2 2 8   

 2 1 1 1 1   

 1 2 1 0 9 3,2,1,4,5 0.74 

3                          4 2 0 2 5   

 2 2 1 2 1   

 3 2 2 2 8   

 2 1 1 1 1   

 1 2 1 0 9 1,3,2,5,4 0.72 

 

4.1.2 Calculated Value of APFD Comparison 
 Best case chosen is 0.74 i.e. Run 2. Graph shows the 

relationship of APFD values and our result values to 

show the efficiency.  

 Rank arranges which path to follow. Merge 

initializes values and merges the all the values and 

detect the fault. Choice selects only one from a set 

of equally important criteria using a user-supplied 

selection function. Choice gave the accurate value 

which we need to select.

  
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Fig. 2 Calculated Value of APFD 

4.2 Second Hybrid Criteria 
Different cases have different results; in this case we took 

different program to test the priority. All the criteria’s varies 

according to the code coverage. According to priority 

swapping technique is used to set a graph for Ants. Ants select 

the path on the basis of previous iteration density of finding 

the fault. 

4.2.1 Calculating Input Variables 
After having the input files we will calculate the variables as 

follows. 

 Total Ants in the loop:  It is to tell total number of 

Ants who are going to find the solution to a 

particular problem. 

 Total number of test cases used: Total number of 

test cases is chosen from the test suite.   

 Iteration Used: Out of total number of test cases 

how much iteration is chosen to be used are given. 

 Pheromone deposit factor: It tells about the 

pheromone deposition by Ants.  

 Pheromone decrement factor:  It gives the value of 

how much density of pheromone is evaporated 

during iteration. 

 Constant alpha:  Alpha value is chosen to be 2 in 

our work. 

 Constant beta: Beta value is chosen to be 1 in our 

work. 
 

Ant colony optimization show effective result for checking 

the test case priority. One task is to have the code and took the 

test cases which can be possible in code. Test case selection 

and prioritization is essential for maintaining software. Every 

developer/tester faces this challenge in each organization. In 

the absence of any effective technique, the random selection 

of test cases may prevail and the outcome regarding the 

correction of the program may be illusive and sometimes 
becomes incorrect. The impact analysis of the changes to the 

program may further become difficult and time consuming. 

Hence, an effective technique not only reduces maintenance 

effort but can also perform the desired impact analysis 
properly. Moreover, such a technique is now a focus of 

maintenance activities and helping to preserve the quality of 

the software. The proposed regression test selection and 

prioritization technique is efficient in regression testing and 

thereby reduce process of selecting the priority. Adequate 

regression testing will also ensure the quality and reliability of 

the modified software.

  

Table 2: Results of Fault Coverage APFD value 

RUN Statement  Event  Branches No. of 

fault 

covered 

Execution 

time in 

sec 

Priority APFD 

1 4 2 0 4 5   

 2 3 1 4 1   

 3 2 2 5 8   

 2 2 2 3 1   

 1 2 1 4 9 3,2,1,4,5 0.9 

2 4 2 0 4 5   

 2 3 1 4 1   

 3 2 2 5 8   

 2 2 2 3 1   

 1 2 1 4 9 5,2,1,3,4 0.86 
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Fig. 3 Graph Showing Calculated Solution 

 Best case chosen in this case 0.9 i.e. Run 1. 

 Above given table and graph shows APFD value 

with the same input variables. 

 Out of all iteration’s, best case chosen by the Ants is 

a shortest path covered. 

 In number of Runs, number of Ants i.e. 4 has 

different iteration. 

 Priority selected in the best solution is 3, 2,1,4,5. 

 

4.2.2 Swapped output of Faults after prioritization 

is as follows: 

Swap technique is used to give the priority in the given 

matrix. Test case T1, T2, T3, T4, T5 is swapped according to 

priority calculated. Swapped test cases are given as 

T3=T1, T2=T2, T1=T3, T4=T4, T5=T5 

 

Fig. 4 Swapping of Fault Coverage  

The best solution came while resesach was 0.9 i.e. upto 90% 

of faults are covered within the coverage. In this maximum 

executive lines are covered and others faults are put in the 

defer which can be resolved later in the process. Faults are put 

are defer which are not important to be resolved i.e. not 

creating any problem in having the final output. It will resolve 

the fault with low execution time. 
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Fig 5. Best solution  

4.3 Final Results 
Fig. 5 and Fig. 6 shows how ANTS are moving from one 

destination to another in the search of food with the help of 

pheromone deposition. 

 

 

Fig. 6 First Best Priority Graph 

 

 

Fig. 7 Second Best Priority Graph 

5. CONCLUSION AND FUTURE WORK 
The goal of our work was to use the hybrid criteria by using 

rank, merge and choice techniques to perform the various 

regression testing activities. We focused on regression test 

case selection, prioritization and then reduction process. So 
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our result shows the effective priority of finding the faults by 

covering all the criteria’s together. Our result helps software 

testers in their practice to test thousands of test cases in an 

effective manner. Our result is efficient because of following 

reasons: 

 Proposed technique increases the efficiency of 

hybrid criteria. 

 It increased the guarantee that modified part is 

corrected and do not have intended fault. 

 Test cases selected covered all the statements, 

events, branches within the documents. 

Future work is to analyze the process of regression 

testing using uniform representation of hybrid criteria 

with the large program to make it more effective. 
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