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ABSTRACT

MapReduce is a programming model used by Google to process large amount of data in a distributed computing environment. It is usually used to perform distributed computing on clusters of computers. Computational processing of data stored on either a file system or a database usually occurs. MapReduce takes the advantage of locality of data, processing data on or near the storage areas, thereby avoiding unnecessary data transmission. The simplicity of the programming model and the automatic handling of node failures hiding the complexity of fault tolerance make MapReduce to be used for both commercial and scientific applications. As MapReduce clusters have become popular these days, their scheduling is one of the important factor which is to be considered. In order to achieve good performance a MapReduce scheduler must avoid unnecessary data transmission. Hence different scheduling algorithms for MapReduce are necessary to provide good performance. This paper provides an overview of four different scheduling algorithms for MapReduce namely: Scheduling algorithm in Hadoop, Longest Approximate Time to End (LATE) MapReduce scheduling algorithm, Self-Adaptive MapReduce(SAMR) scheduling algorithm and Enhanced Self-Adaptive MapReduce scheduling algorithm(ESAMR). An overview of these techniques is provided through this paper. Advantages and disadvantages of these algorithms are identified.
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1. INTRODUCTION

Nowadays large amounts of data are generated from different sources like scientific instruments, digital media, web authoring etc. The effective storage, querying and analyzing of these data has become a grand challenge to the computing industry. In order to meet the high storage and processing of these huge amounts of data the solution is to build a data-centre scale computer system. Such a system consists of hundreds, thousands or even millions of computers which are connected through a local area network organized in a data centre. Parallel processing of these huge amounts of data is necessary in order to process the data in a timely manner.

One of the most popular programming paradigms that enables to process huge amount of data in parallel is the MapReduce programming model. MapReduce is a programming model and an associated implementation for processing and generating large data sets [1]. Under this model, each application is implemented as a sequence of MapReduce operations consisting of a map stage and a reduce stage that process a large number of independent data items. The map stage processes a key/value pair to generate a set of intermediate key/value pairs and the reduce stage merges all the intermediate values associated with the same intermediate key.

One of the important features of MapReduce is that it automatically handles node failures, hiding the complexity of fault tolerance from the programmers. MapReduce allows the map and reduction operations to be done in parallel. Even though this process appears to be inefficient when compared to different sequential algorithms, MapReduce allows the processing of large datasets that can be handled by commodity machines. The parallel processing also provides recovery from partial failure of servers during the operations. As these MapReduce clusters have become popular these days, their scheduling is one of the important factors to be considered.

This paper provides an overview of different scheduling algorithms used in MapReduce in order to improve its performance. The advantages and disadvantages of these algorithms are also described. A description of the MapReduce programming model is also given.

2. BACKGROUND

In this section, the MapReduce programming model and the scheduling in MapReduce are described.

2.1 Programming Model

MapReduce [1] is a programming model enabling a large amount of nodes to handle huge data by cooperation. MapReduce hides the details of parallel execution and makes the programmers focus on data processing. The main functions in MapReduce are Map and Reduce. Map function which is written by user takes as input a key/value pair and gives as output an intermediate key/value pair. Now all the intermediate key/value pair with same intermediate key is grouped together and is given to the Reduce function. The Reduce function which is also written by the user, accepts the entire intermediate key and the set of values associated with it. For each intermediate key the Reduce function applies on all the set of values and returns a zero or more aggregated results [2].

The map and reduce functions used by the user have the following associated types:

Map (key1, value1) -> list (key2, value2)
Reduce (key2, list (value2)) -> list (value2)

2.2 MapReduce Scheduling System

Execution of MapReduce scheduling system involves six steps as illustrated in the Fig 2.1 [1].
7. After all map tasks and reduce tasks are completed the master wakes up the user program and the MapReduce call returns to the user program.

The R output files will have the output of the MapReduce execution after the successful completion of the call. The users do not need to combine the R output files into a single file, they usually pass these files as input to another MapReduce call [3].

3. MAPREDUCE SCHEDULING ALGORITHMS

3.1 MapReduce Scheduling Algorithm in Hadoop

Apache Hadoop [4] is an open source implementation of the Google’s MapReduce parallel processing framework. Hadoop framework allows programmers to write parallel processing programs hiding the details of its parallel execution and focuses on the computation problems.

The main parts in Hadoop architecture is the Hadoop Distributed File System (HDFS) [5] which stores huge amounts of data across multiple machines with high throughput access to the data on clusters and the Hadoop MapReduce framework which performs the distributed processing of data on clusters. HDFS achieves reliability and fault tolerance of MapReduce framework by storing and replicating the inputs and outputs of Hadoop job. A scheduling policy must be used in order to determine when a job can execute its task since the Hadoop jobs share the cluster resources.

By default Hadoop uses First in First out (FIFO) scheduling algorithm where the jobs are executed in the order of their submission. The user job after partitioning into individual tasks is loaded into a queue and is assigned to free slots in TaskTracker nodes as they become available. One drawback of the FIFO scheduler is that it cannot identify tasks which are needed to be re-executed on fast nodes correctly. Speculative execution is introduced in Hadoop in order to minimize job’s response time.

Usually when a node has an empty slot, Hadoop chooses a task from one of the three categories

1) Any failed tasks with highest priority.
2) Any Non-running tasks are considered.
3) Any slow tasks which are needed to be executed speculatively are considered.

In order to select a speculative task, Hadoop checks the progress of a task using a progress score whose value ranges between 0 and 1. The progress score is the fraction of input data read for a map task and for reduce task it is 1/3 of the three phases of execution. The copy phase is that where a task fetches a map output, the sort phase is that where the map outputs are sorted by using the key and the reduce phase is where a user defined function is applied to a list of map outputs with a key.

PSavg denotes the average progress score of a job [5]. PS[i] denotes the Progress Score of the ith task. Suppose T is the number of tasks which are being executed , N is the number of key/value pairs that need to be processed in a task , M is the number of key/value pairs that have been processed
successfully in a task, the map task spends negligible time in the order stage (i.e., M1=1 and M2=0) and the reduce task has finished K stages and each stage takes the same amount of time (i.e., R1=R2=R3=1/3). Hadoop calculates PS according to the Eq. (3.1) and Eq. (3.2), and launches backup tasks according to Eq. (3.3). If Eq. (3.3) is satisfied, then the task T_i needs a backup task.

\[ PS = \left( \frac{M}{N} \right) \text{ for MT} \]
\[ \frac{1}{3} \left( K + \frac{M}{N} \right) \text{ for RT} \]

\[ PS_{avg} = \sum_{i=1}^{T} \frac{PS[i]}{T} \]

For task T_i; PS[i] < PS_{avg} - 20\%

### 3.2 Longest Approximate Time to End (LATE) MapReduce Scheduling Algorithm

LATE [6] algorithm improves the execution in Hadoop by finding real slow tasks. For this it computes the remaining time of all the tasks and selects a set of tasks with longer remaining time when compared to all the nodes and considers them as real slow tasks. In this algorithm it does not depend on the data locality property for launching a speculative map task.

In this algorithm the task which is speculatively executed is one which will finish farthest into the future because this task provides the greatest opportunity for a speculative copy to overtake the original and reduce the job’s response time [6]. If nodes run at consistent speeds and if there is no cost to launch a speculative task on an otherwise idle node, this policy is optimal.

Usually speculative tasks are launched only on fast nodes and not on stragglers in order to beat the original task with the speculative task. For this a heuristic is followed, i.e., don’t launch speculative tasks on nodes that are below some threshold (SlowNodeThreshold) of total work performed. Another method is to allow more than one speculative copy of each task, but it is just the wastage of resources. Inorder to handle the fact that speculative tasks cost resources, the algorithm is implemented with two heuristics:

- A SpeculativeCap which is a limit on the number of speculative tasks that can be running at once.
- A SlowTaskThreshold that a task’s progress rate is compared with, to determine whether it is “slow enough” to be speculated upon. This is done to prevent needless speculation when only fast tasks are running.

In a nutshell the LATE algorithm works as follows:

- If a node asks for a new task and there are less speculative tasks running than the SpeculativeCap:
  - When the node’s total progress is below SlowNodeThreshold defined, the request is ignored.
  - Running tasks that are not speculated by its time to finish are ranked currently.

- A copy of the highest-ranked task with progress rate below SlowTaskThreshold is launched.

LATE MapReduce scheduling algorithm also uses Eq.3.1 to calculate task’s progress score, but it launches backup tasks for those tasks that will finish fastest into future. Suppose a task T has run T_r seconds. Let PR denotes the progress rate of T, and TTE denotes how much time remains until T is finished. LATE algorithm computes ProgressRate (PR) and TimeToEnd (TTE) according to Eqs. (3.4) and (3.5).

\[ PR = \frac{PS}{T_r} \]
\[ TTE = \frac{1.0 - PS}{PR} \]

### 3.3 A Self-Adaptive MapReduce Scheduling Algorithm (SAMR)

SAMR [7] scheduling algorithm uses the historical information to get more accurate PSs of all the tasks. Since SAMR finds real slow tasks by using the accurate PSs it decreases the execution time compared with Hadoop and LATE. So by using SAMR algorithm the execution time and the system resources are saved. Inorder to tune parameters SAMR combines historical information recorded on each node and dynamically find the slow tasks. SAMR classifies slow nodes into map slow nodes and reduce slow nodes for saving the system resources. Map or reduce slow nodes means nodes which execute map/reduce task using a longer time than most other nodes in the system.

As in the case of LATE, SAMR also estimates the remaining execution time to identify the slow tasks. Unlike Hadoop default and LATE schedulers, which assume M1, M2, R1, R2, and R3 values to be 1, 0, 1/3, 1/3, and 1/3 respectively, SAMR records M1, M2, R1, R2, and R3 values on each TaskTracker node and uses these historical information to facilitate more accurate estimation of task’s TTE.

The process of SAMR algorithm includes reading the historical information and tuning parameters, finding the slow tasks, finding the slow TaskTracker, launching backup tasks, collecting results and updating the historical information.

The Fig 3.1 shows the process of using and updating the historical information [7]. First, TTs read historical information from the nodes where they are running on. These historical information includes historical values of M1, M2, R1, R2 and R3 according to historical information and information collected from the current running system. Consequently, TTs collect values of M1, M2, R1, R2 and R3 according to the real running information after the tasks finished. Finally, TTs write these updated historical information into the xml file in each of the nodes.

SAMR computes PS by tuning parameters, to calculate the correct remaining time of tasks.
3.4 ESAMR: An Enhanced Self-Adaptive MapReduce Scheduling Algorithm

Like SAMR, ESAMR [8] scheduling algorithm also considers the fact that slow tasks extend the execution time of the whole job and due to hardware heterogeneity different amounts of time are needed to complete the same task on different nodes. ESAMR records historical information for each node as in case of SAMR and it adopts a k-means clustering algorithm to dynamically tune stage weight parameters and to find slow tasks accurately. ESAMR significantly improves the performance of MapReduce scheduling in terms of estimating task execution time and launching backup tasks [9].

ESAMR uses a machine learning technique to classify the historical information stored on every node into k clusters. If a running job has completed some map tasks on a node then ESAMR records the job’s temporary map phase weight (i.e., M1) on the node according to the job’s map tasks completed on the node and uses the temporary M1 weight to find the cluster whose M1 weight is the closest. ESAMR then uses the cluster’s stage weights to estimate the job’s map tasks TimeToEnd on the node and identify slow tasks that need to be re-executed.

In the reduce stage, after a job has finished, ESAMR calculates the job’s stage weights on every node and saves these new weights as a part of the historical information. Finally, ESAMR applies k-means algorithm [10], [11] to re-classify the historical information stored on every worker node into k clusters and saves the updated average stage weights for each of the k clusters. Since ESAMR makes use of more accurate stage weights to estimate the TimeToEnd of running tasks, it can identify slow tasks more accurately than SAMR, LATE, and Hadoop default scheduling algorithms.

4. COMPARISON

The speculative task scheduling with a simple heuristic method which compares the progress of each task to the average progress is implemented by the Hadoop scheduler. For re-execution, tasks with the lowest progress compared to the average are selected. However, in a heterogeneous environment where each node has different computing power the heuristic method is not well suited.

To improve the response time of Hadoop in heterogeneous environments Longest Approximate Time to End (LATE) scheduling is devised. The task progress with the progress rate, rather than simple progress score is estimated by this scheduling scheme. By attempting to find real slow tasks by computing remaining time of all the tasks it tries to improve Hadoop. Data locality for launching speculative map tasks is not taken into account by it.

With similar idea of LATE MapReduce scheduling algorithm SAMR is developed. By using historical information SAMR gets more accurate PSs of all the tasks. In terms of saving time of execution as well as system resources SAMR improves MapReduce.

ESAMR, like SAMR is inspired by the fact that slow tasks prolong the execution time of the whole job and different amounts of time are needed to complete the same task on different nodes due to hardware heterogeneity. ESAMR records historical information for each node it adopts a k-means cluster identification algorithm to dynamically tune stage weight parameters and find slow tasks accurately. In terms of estimating task execution time and launching backup tasks ESAMR significantly improves the performance of MapReduce scheduling. ESAMR can identify slow tasks more accurately than SAMR, LATE, and Hadoop default scheduling algorithms. By utilizing more accurate stage weights to estimate the TimeToEnd of running tasks.

Table 1. Comparison of different algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
</table>
| Hadoop Default       | • Reduces response time due to speculative execution.  
                      | • Works well in case of short jobs.              | • Static time weights for task stages.          |
| Scheduler            |                                                 | • Uses a fixed threshold for selecting tasks to re-execute. |
|                      |                                                 | • May launch backup tasks for fast tasks.        |• Hadoop always launches backup tasks for those tasks of which PSs are less than PSavg– 20%. |
5. CONCLUSION
A comparison of four different map reduce scheduling algorithms are attempted through this paper. Hadoop default scheduler takes care of only homogeneous clusters. It includes speculative execution by comparing the progress of each task to the average progress. The response time of Hadoop in heterogeneous environments is improved by the Longest Approximate Time to End (LATE) scheduling. SAMR has the similar idea of LATE MapReduce scheduling algorithm. However SAMR gets more accurate PSs of all the tasks by using historical information. Historical information for each node is recorded by ESAMR and a k-means cluster identification algorithm is adopted to dynamically tune stage weight parameters and find slow tasks accurately. ESAMR can identify slow tasks more accurately than SAMR, LATE, and Hadoop default scheduling algorithms by utilizing more accurate stage weights to estimate the TimeToEnd of running tasks.
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