Application of Factor Analysis to k-means Clustering Algorithm on Transportation Data
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ABSTRACT
Factor Analysis is a very useful linear algebra technique used for dimensionality reduction. It is also used for data compression and visualization of high dimensional datasets. This technique tries to identify from among a large set of variables, a reduced set of components which summarizes the original data. This is done by identifying groups of variables which have a strong inter correlation. The original variables are transformed into a smaller set of components which have a strong linear correlation. Using several data analysis techniques like Principal Components Analysis (PCA), Factor Analysis, cluster analysis may give insight into the patterns present in the data but may also give different results. The aim of this work is to study the use of Factor Analysis (FA) in capturing the cluster structures from transportation (HIS) data. It is proposed to compare the clustering obtained from original data from that of factor scores. Steps involved in preprocessing the transportation data are also illustrated.

General Terms
Clustering, Preprocessing.
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1. INTRODUCTION
Travel Demand Models are employed in decision making process of large infrastructure projects in Metropolitan cities. In this process, a number of traffic and transportation studies are conducted. Among them, the most expensive and challenging task is to estimate the travel patterns of passengers and good travel. The model is then based on the concept of travel making process. Home Interview surveys or origin based surveys are the most important surveys to capture travel patterns. Basically, it involves selecting a selected percentage of Households and then randomly selecting them for conducting interviews on Household members. The information is quite extensive and data can be considered are large. The usual procedure to employ data is to through standard statistical methods. The objective of this research is to employ data mining techniques so as to understand basic traits of the road users. This may help in better model development for subsequent analysis.

2. HOME INTERVIEW SURVEY (HIS) INFORMATION
A Home Interview survey among other surveys is the most important survey for any comprehensive transportation study. Representative samples of dwelling units are selected and personal interviews are conducted to obtain travel characteristics for all members of the household by all modes of transportation on one full normal working day.

Vast amount of information is collected on various aspects of family structure, socio-economic characteristics, location of work/study places, and information of travel attributes by all trips made on that day.

This data is employed for analyzing existing travel patterns and behavior, to help in the calibration of Travel demand Models. These models are then employed to estimate and predict the future travel demand. Thus transportation demand and supply conditions can be critically examined and new facilities can be suggested.

2.1 Home Interview Survey Format
In the work, the data collected from Home Based Interviews as part of Transportation Planning studies of Hyderabad are utilized for analysis. The information provided is in three parts. The Home Interview Format was so designed that all these planning parameters are captured in a specially designed format by the study group. The format is broadly sub divided into three parts.

Page 1 A-GENERAL captures selected Household address and its location in the Traffic Analysis Zone, Total number of members, Type and Total number of Vehicles, Total household Income, Total expenditure on Transport by all members, whether the house is rented or own and whether they are happy about their stay in the locality and in the house.

Page 2 B-DETAILS OF EACH MEMBER OF HOUSEHOLD: Obtains details of each member of house, their relationship with the head of household particular regarding their age, gender, education level, occupation, income, type of vehicle they have, whether they use public transport and if so if they are a pass holder, and total money spent on transport etc.

Page 3 C-TRIP INFORMATION: Is designed to capture Travel Diary on one specific working day. This is designed to obtain all the components of travel in respect of Origin of trip, Destination, Purpose of travel, details of access modes, line haul modes, cost and time invested, Parking charges, mode transfers are all gathered.

3. PREPROCESSING OF DATA
In any data mining task, data preprocessing consumes the majority of time (over 60%). As a first step, the data is preprocessed and some of the observations have been made. All the data is distributed over four files. The data consists of
over 100 variables some of which are described here (used in current work).

Filename: Household – A

1. FORM_NO: This is the identification value for the form and also a particular household and is common for all the rest of the files. It has to be unique and cannot have negative values.

2. ZONE_NO, WARD_NO: These variables indicate the zone and ward in which the household resides. These variables will not contribute for further research and hence not included in further work.

3. MALES, FEMALES: These variables indicate the number of males and females in a house and hence cannot have negative values. They can have a zero value. It is assumed that a household cannot have more than 15 males or females and hence all values in these columns greater than 15 have been removed.

4. TOTAL_NO: This is an aggregate value based on the number of males and females. It cannot have negative values and has been checked. It is a summation of them. Hence it cannot have a zero value if there are values in MALES and FEMALES columns. It cannot have negative values and has been checked.

5. NO_MEM_STU: It indicates the number of members studying in the family.

6. VO_CY, VO_MOPED, VO_SCOOTER, VO_MOTORCY, VO_CAR: These variables indicate the number of bicycles, mopeds, scooters, motorcycles, cars owned by the family respectively. These variables cannot have negative values but can have missing values. All missing values are assumed to be as not an owner of the particular vehicle type.

7. VO_OTHERS: This variable value cannot be negative, but can have missing values. All missing values are assumed to be as not an owner of the particular data type.

8. TOTAL_VEH: This variable is an aggregate value and is the summation of all vehicle type values. It cannot be negative nor has a zero value or missing values if there is a value in any of the vehicles columns. It has been checked.

9. MONTH_INCO: This variable has values which are in turn codes for the actual values. They are as follows:

Household Income Code in rupees.
1= 2500, 2=2500-5000, 3=5000-10 000, 4=10 000 – 15 000, 5=15 000-20 000

All values in the column have been replaced with the above values. All other values have been removed

10. MONTH_TRAN: It denotes the monthly expenditure for transport in the house hold. Many of the values in this column were 999. They have been removed. It has to have a value if there is a value in the corresponding column in the vehicle type and cannot be negative.

11. RESIDENCE: Residence of the household and is either owned or rented. It cannot have values other than 1 and 2, and cannot be negative.

12. LEVOFSAT_L, LEVOFSAT_R: These two variables indicate the level of satisfaction in the locality where the residence resides and residence itself. These variables were not considered in the present work.

Filename: Household B

13. FORM_NO: same as describe above, and must be any of the values as contained in Household -A file. As the values in the field are unique to some extent and repeated many times, this variable may not influence the model to be created. Hence this variable has been removed

14. ZONE_NO: It has been assumed that this variable will not influence the behavior or characteristics of the household or its members. Also its values are very less and repeating for many rows. Hence it has been removed from the dataset.

15. PERSON_NO: This indicates family persons in a house. It is assumed that it is not of much significance to the actual outcome. So this variable has been ignored.

16. REL_HEAD: It indicates the relation of a person in the family w.r.t the family head. The family head corresponds to value ‘1’ and the interest is only in family head and earner. All other rows with values other than ‘1’ have been removed.

17. AGE: Corresponds to age of a member in the family. These values cannot be negative and cannot be more than 100 and zero. Many rows had age value as zero and more than 100. They had been removed.

18. SEX: Indicates the sex of a person. It can be either male or female i.e. 1 or 0 only. It cannot be left blank nor have any other values.

19. EDUCATION: It reflects the education level of a person ranging from illiterate to post graduate. It cannot be more than 5 and less than 1.

20. OCCU_CODE: It is the occupation of a family member and values range from 1 to 11.

21. OCCU_ORGAN: It is the location of the organization in which a person works. It has not been included in the current research.

22. INCOME: This variable indicates the monthly income of a person in the family. All the rows having zero income or negative or any invalid number like 999 have been removed from the dataset. Persons of no income are of no significance for the research and hence have been removed.

23. VO_CODE: Indicates the vehicle ownership, and is not considered for further analysis.

24. VO_NUMBER: Indicates the number of vehicles a person has and is not considered for further analysis.

25. RAIL_BUS_P: Indicates whether a person holds a railway or bus pass. It has to be 0, 1 or 2 only.

26. PASS_COST: Cannot be negative or illegal values like 999. In that case they have been removed

27. MONTH_TRAN: Cost of a railway or bus pass. It cannot have negative values or illegal values like 999. All 999 values have been replaced by zeros.
4. BACKGROUND
The present work is largely based on a similar work done by Combes and Azema [1] wherein principal components analysis was used to propose a new algorithm on elderly people-disability data. Anasuya and Latha [2] applied PCA based k-means algorithm on various UCI datasets and showed that it performs better compared to conventional k-means algorithm. Prabhj K, Anbazhagan [3] showed that by reducing the data using PCA showed significant improvement in clustering. Chris and Xiaofeng [4] applied PCA on gene data and internet newsgroup data and showed the benefits of applying PCA. Indhumathi and Sathiyabam [5] developed a new algorithm bisecting k-means using PCA on k-means algorithm. Napoleon and Pavalkodi [6] used dimensionality reduction method PCA on breast cancer data and showed the improvement achieved over conventional data. Previous work of the authors [7] involved clustering on original data. To the knowledge of the authors, no work exists on applying PCA or factor analysis (FA) on Transportation data. This paper applies FA on the dataset and uses it to apply k-means algorithm and illustrate the results.

5. ANALYSIS
The collected data has been subjected to correlation analysis and it was found that majority of the variables are correlated with correlation coefficient greater than 0.3 or greater. The communalities are found to be significantly higher.

5.1 Principal Components Analysis
The HIS dataset has more than 140 variables and it is difficult to visualize them and find out their associations. PCA [8] is one way of re-expressing the data and allows reorienting the data so that the first few dimensions give the maximum information possible. All the principal components are uncorrelated with all others. Each principal component is a linear combination of all the original variables. The first component exhibits the maximum variance and so on. PCA is primarily used in the present work for dimension reduction. Little redundancy was observed in the dataset. Working with fewer variables enables for easier visualization and identifying interesting patterns.

Let \( X = (x_1, x_2, x_3, \ldots, x_n) \) be the matrix [8] of original variables in the dataset. Let \( U = (u_{11}, u_{12}, u_{13}, \ldots) \), \( z_2 = (t_{21}, t_{22}, t_{23}) \) etc. be unit vectors oriented along the ellipsoidal axes and are perpendicular to each other. Let \( z_2 = (z_{21}, z_{22}, z_{23}) \), etc. be the new transformed variables. Now \( z_1 = Xu_1 \), where \( X \) is an \( n \times 3 \) matrix whose elements are the values \( x_{1i}, x_{2i}, x_{3i} \) etc. \( Z_1 \) is the variance accounted for by the first principal component, \( Z_2 \) is the variance accounted for by the second principal component not already accounted for by the \( Z_1 \) etc., i.e. var(\( Z \)) = \( u'RU = \lambda \). The greater this value the more information from the original data is contained in these components although the variance accounted for by \( Z_2 \) is smaller than \( Z_1 \) and so on. Hence the transformation \( Z = XV \) rotates the axes of the original data while preserving their orthogonality. Relationship between \( Z \) and original variables \( X \) is illustrated with a correlation matrix and are called principal component loadings and they help in interpreting the principal components and how much of variance in each original variable \( X \) is accounted for by the principal components. \((R - \lambda I)u = 0\) is called as the eigenvalue-eigenvector problem. Here \( u \) is called as eigenvector and \( \lambda \) is called as eigenvalue. The solution to PCA consists of \( p \) positive eigenvalues and associated eigenvectors. PCA can be performed either by eigenvalues analysis of correlation matrix \( R \) or singular value decomposition of \( X \).

5.2 Factor Analysis
Factor Analysis (FA) [8] is also known as exploratory factor analysis. This technique is also used for dimensionality reduction and finding association between variables as PCA but the difference is that it is based on common factor model. The common factor model assumes that the observed variance in variables is attributed to a small number of common factors and a single specific factor. Ultimately the objective is to identify the common factors and identify the relationship with observed data. For the HIS data the aim is to identify the source of common variance underlying the questionnaire used to collect data.

Let \( \xi_1, \xi_2, \ldots, \xi_b \) be a set of common factors [8] and \( \delta \) be the specific factor. Let \( X \) be set of observed variables. All the specific factors are mutually uncorrelated. In general a factor model can be represented as follows [8]

\[
X_i = \lambda_1 \xi_1 + \lambda_2 \xi_2 + \cdots + \lambda_b \xi_b + \delta_i
\]

Where \( \lambda \) represents the extent to which each measure \( X \) reflects the underlying common factor \( \xi \). Hence the variance of \( X_i \) is

\[
\text{var}(X_i) = \text{var}(\lambda_1 \xi_1 + \delta_i) = \lambda_1^2 + \text{var}(\delta_i) = 1
\]

Here \( \lambda_i^2 \) is called the communality of \( X_i \), the relation between the observed variables and the factors is called as factor loadings. The orientation of the axes representing the common factors can be changed which will change the factor loadings.

5.2.1 Kaiser’s Varimax Rotation
In the current work, Kaiser’s Varimax Rotation [8] has been used in FA. Since the common factors are uncorrelated, the total variance of all common factors is given by the sum of squared loadings i.e. \( h^2 = \sum a_{ik}^2 \) where \( h^2 \) is the communality between variable \( i \) and common factor \( k \). The aim is to find a rotation so that \( a_{ik}^2 \) are close to 1 or zero. The varimax procedure chooses a rotation matrix \( T \) to maximize the total column variance of \( a_{ik} \). The \( k \)th column variance is given by

\[
V_k = \frac{1}{p} \sum_{i=1}^{p} (a_{ik}^2) - \frac{1}{p} \left( \sum_{i=1}^{p} a_{ik}^2 \right)^2
\]

Maximizing the sum of these column variances \( V_k \) for all factors \( k \) is nothing but maximizing the following expression

\[
V = \sum_{k=1}^{c} \frac{1}{p} \sum_{i=1}^{p} (a_{ik}^2) - \frac{1}{p} \left( \sum_{i=1}^{p} a_{ik}^2 \right)^2
\]

The location of each of the original observations in the reduced factor space is called factor scores.

Hence factor analysis was found suitable for further analysis. The next step is to identify the number of components. Looking at the screen plot in Fig 1, the number of components with Eigen values greater than one was found to be 11. Hence a decision was taken to select the number of components as 11 as they were around covering 70% of variance in data.
Table 1. Eigen values

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial Eigen values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>1</td>
<td>7.707</td>
</tr>
<tr>
<td>2</td>
<td>1.927</td>
</tr>
<tr>
<td>3</td>
<td>1.618</td>
</tr>
<tr>
<td>4</td>
<td>1.405</td>
</tr>
<tr>
<td>5</td>
<td>1.397</td>
</tr>
<tr>
<td>6</td>
<td>1.144</td>
</tr>
<tr>
<td>7</td>
<td>1.012</td>
</tr>
<tr>
<td>8</td>
<td>1.009</td>
</tr>
<tr>
<td>9</td>
<td>.965</td>
</tr>
<tr>
<td>10</td>
<td>.914</td>
</tr>
<tr>
<td>11</td>
<td>.888</td>
</tr>
</tbody>
</table>

Table 2. Rotated Component matrix

<table>
<thead>
<tr>
<th>Component</th>
<th>Prosperity</th>
<th>Household Structure</th>
<th>Basic Vehicle Ownership</th>
<th>Car Ownership</th>
<th>Availability of Parking</th>
<th>Public Transport</th>
<th>Occupation</th>
<th>Purpose of Travel</th>
<th>Travel Expenditure</th>
<th>Access to Own</th>
<th>Vehicle Parking Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MALES</td>
<td>.370</td>
<td>.529</td>
<td>.317</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEMALES</td>
<td>.417</td>
<td>.696</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL_NO</td>
<td>.487</td>
<td>.755</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO_MEM_STU</td>
<td>.810</td>
<td></td>
<td>.258</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VO_CY</td>
<td>.848</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TWO_WHLR</td>
<td>.393</td>
<td>.689</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VO_CAR</td>
<td>.843</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL_VEHI</td>
<td>.694</td>
<td>.513</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MONTH_INCO</td>
<td>.473</td>
<td>.647</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a_MONTH_TRAN</td>
<td>.649</td>
<td>.510</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RESIDENCE</td>
<td>.318</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE</td>
<td>.533</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEX</td>
<td>.784</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDUCATION</td>
<td>.282</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCU_CODE</td>
<td>.323</td>
<td>.270</td>
<td>-.320</td>
<td>.637</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOME</td>
<td>.859</td>
<td>.992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAIL_BUS_P</td>
<td></td>
<td>.879</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DISTANCE</td>
<td>-.324</td>
<td>.780</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PURPOSE</td>
<td></td>
<td>-.853</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_DISTANC</td>
<td>-.439</td>
<td>-.270</td>
<td>.326</td>
<td>.354</td>
<td>.310</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_MODE</td>
<td></td>
<td>.708</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_TRA_TI</td>
<td>-.644</td>
<td>-.366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_TYPE_PA</td>
<td></td>
<td>.817</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_COST_PA</td>
<td></td>
<td></td>
<td>.994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1_TRAV_CO</td>
<td></td>
<td></td>
<td>.901</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Factor Analysis vs. Principal Components

The essential technical difference between factor analysis and principal components analysis [9] is that in principal components analysis, when analyzing the correlation matrix, we insert communality estimates of 1.0 in the diagonal of the matrix. That is, in solving for the Eigen values and eigenvectors of the correlation matrix, it is assumed that the communality is 1.0 for each pair of variables. In factor analysis on the other hand, the communalities are not assumed to be 1.0. Rather, the communalities are estimated, and are inserted into the diagonal before solving for the relevant Eigen values and Eigen vectors. That is the main technical (not theoretical) difference between principal components analysis and factor analysis. In short, principal components analysis analyzes the total variance in the data set, whereas factor analysis focuses on the variance that is common to the variables.

Communalities for all the variables were high. This is the proportion of each variable's variance that can be explained by the factors. The number of factors selected was 11 as the intended variance to be explained by them was fixed at 75%.

Looking at the screen plot in Fig: 1 also confirms the selection of the number of components.

Based on the high factor loadings seen from the Table 2 for different variables, the factors are given proper names.

5.4 Cluster Interpretation on Factors

Author’s previous work [7, 10, 11] involved clustering on original Transportation Data and proper interpretation of clusters was made. Now, an attempt is made to do the same on factors obtained as follows.

Cluster 1: This cluster has average values of household prosperity, with medium sized family structure. These families owned few cars and other vehicles and they are using parking facilities a lot. Majority of these families used public transport, high occupation

Cluster 2: This cluster illustrates less income or low prosperity household, with high family structure. Obviously they owned very few vehicles and in turn parking facilities. Surprisingly they even are using public transport. Since occupation is high majority of them might be laborers or working in the agriculture field.

Cluster 3: This cluster shows families with less prosperity, average size of families, minimum vehicle ownership etc. Basically it reflects middle class family households.

Cluster 4: This cluster reflects high prosperity households, medium sized families, more car or vehicle ownership, less parking usage and less usage of public transport. Basically this group reflects high income families.

As seen here, the grouping seems to be much clear when compared to clusters from original data.

6. COMPARISON

K-means algorithm is applied on the original data and on all 26 factor solutions and the results are shown in Table 3.

6.1 Results

K-means algorithm was applied on the original data and on 11 factor scores and results are shown in Table 4.

Looking at Table 4, it is noticed that the algorithm fared better on factors.

As the Table 3 suggests, clustering factors gave the least error. Based on the experiments conducted, it is suggested to recommend a series of steps for analyzing HIS transportation data. The preprocessing to be done is illustrated in Fig: 2.
this, it is proposed to explore the use of factor analysis in cluster analysis for given data.

![Fig 4: Preprocessing steps](image1)

Firstly, clustering was done on normal data (Fig: 5) and appropriate parameters were noted. Then, factor analysis was done on the data and 11 factors were identified and appropriately named. Clustering was then done on the factors alone (Fig: 6) and then a comparison done. It is noted that the error got reduced significantly when factors were used. The clusters were also easily interpretable. The figure shows the two methodologies adopted and the recommendation is to use methodology II.

![Fig 5: Methodology-I](image2)

![Fig 6: Methodology-II](image3)

7. FUTURE WORK

As an extension to the current research, other partitional clustering algorithms can also be applied. Also, it is proposed to do an extensive comparison of cluster validity indices on the data and suggest an appropriate validity measure. Similarly, as is widely known, the effect of distance measures used by partitional clustering algorithms will be studied.

![Fig 7: Proposed Future work](image4)

Fig 7 shows the future direction of research to be taken up by the authors.

8. CONCLUSION

In this work, the transportation data was preprocessed and details were illustrated. The data was clustered by applying a clustering algorithm k-means on the data set. Then, Factor Analysis was applied on the original data and then the same clustering algorithm is applied on the factor scores obtained. A comparison of the effectiveness of clustering on the original data with that on the factor scores has been presented and is found to be useful. Finally appropriate recommendations have been made and future work illustrated.
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