Hybrid Algorithm for Image Retrieval using LBG and K-means
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ABSTRACT
In this paper a hybrid algorithm for image retrieval based on texture feature extraction is proposed. Proposed algorithm can be implemented for texture feature retrieval using Vector Quantization (VQ). For texture feature retrieval Linde-Buzo-Gray (LBG) algorithm is used by dividing each image into pixel blocks of size 2X2 where each pixel consists of green, red and blue component. A training vector of dimension 12 can be obtained by putting these in a row. A training set is collection of such training vectors. Size of codebook will be 16X12. In the proposed method K-means algorithm is applied on existing LBG codebook and results are compared with LBG algorithm. From experiments it is found that proposed algorithm gives better relevance percentage as compared to the LBG algorithm.
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1. INTRODUCTION
The steady growth of the Internet, the falling prices and easy availability of storage devices, and an increasing pool of available computing power make it necessary and possible to manipulate very large repository of digital information efficiently. Using content based Image retrieval one can search and browse in a large collection of digital image database based on automatically derived image features.

World Wide Web plays an important role in communication, education, industry etc. Size of digital image data is growing rapidly and hence it becomes very important to retrieve and store data efficiently [2, 4]. There are two main approaches for Image retrieval, one based on text based approach and second on content based Image retrieval.

Text based descriptor method is also known as image textual metadata. But there are two main disadvantages related to text-based approach. One is considerable amount of human labor is needed for manual annotation and second one is annotation inaccuracy due to human perception. This method lacks efficiency and simply not practical in databases where number of new images are growing rapidly. The need to locate these images and manage target images in response to user queries has become a very serious problem. Second approach is Content based Image retrieval (CBIR)[5,6]. CBIR is the process of retrieving desired images from a large collection of image database on the basis of color, texture and shape, which can be automatically derived from the images themselves[11,13]. Thus using a Content Based Image Retrieval (CBIR), we can analyze and index images based on their visual contents [12].

One of the main applications of CBIR is category search. In category search user may have a group of images and search is for other additional images of same class or category. In other words, it may be the class that the user has examples and the search is for other elements of the same class. Categories may be derived from the labels or emerge from the database [7, 8].

2. LITERATURE REVIEW
Search time can be reduced considerably by using clustering [9, 10]. LBG and K-means algorithms are some of the clustering methods which are most widely used. In this section LBG and K-means algorithms are explained.

2.1 LBG Algorithm
Consider two-dimensional vector space as shown in figure 1. In this algorithm centroid is computed as the first codevector C1 for the training set. Two codevector v1 and v2 are generated as shown in figure 1 by adding constant error to the codevector [1].

Two clusters are formed by Euclidean distance of all training vectors with vectors v1 and v2 based on nearest of v1 and v2. Four clusters are generated by repeating the same procedure for these two clusters and similarly eight clusters are generated by repeating the same procedure for these four clusters. This procedure is repeated for every new cluster until the required size of codebook is reached.

Fig 1: LBG algorithm for 2-dimensional case
2.2 K-means on LBG codebook

K-means algorithm is applied on existing LBG codebook to create global codebook as follows [3]:

1. Obtain codebook containing k codevectors using LBG codebook generation algorithm.
2. Give the above LBG codebook as an input to K-means algorithm by considering first codebook of each category as seed codebook.
3. Find the squared Euclidean distance of all the training vectors with the k codevectors and k clusters are formed. A training vectors Xj is put in ith cluster if the squared Euclidean distance of the Xj with ith codevector is minimum. In case the squared Euclidean distance of Xj with codevectors happens to be minimum for more than one codevector then Xj is put in any one of them.
4. Compute centroid for each cluster.
5. Replace initial codevectors by the centroids of each cluster respectively.
6. Repeat the steps 3 to 5 for the respective number of LBG codebooks.

3. PROPOSED ALGORITHM

In this section proposed algorithm is explained. In this algorithm common codebook is created for both query images for each category and common codebook for each category containing all images of that category.

Proposed algorithm can be applied as follows:

1. Create global codebook of query images from each category by applying K-means algorithm on existing LBG codebook.
2. Create global codebook for each category by applying K-means algorithm on existing LBG codebook.
3. Find Euclidean distance (similarity measure) ED1, ED2, ED3…ED N between global codebook of query images of each category and global codebook of all categories.
4. Sort Euclidean distance array (ED1, ED2, ED3 ….ED N) in ascending order and save corresponding category number. Here N is total number of categories in image database.
5. Checking whether category number of global codebook of query images matches with the category with the smallest Euclidean distance and retrieve all the images of that category.

4. SCHEME OF IMPLEMENTATION

For efficient image indexing and retrieval we are using the LBG algorithm as follows [1]:

1. To obtain LBG codebook image is first divided into the non-overlapping windows of size 2x2 pixels. (Each pixel consisting of red, green and blue components).
2. These are put in a row to get 12 coordinates per vector. A training set is collection of these vectors. (Initial cluster).
3. Compute centroid (codevector) of the cluster.
4. Split the cluster using LBG.
5. Repeat the 3.4 till we obtain codebook of required size.

6. The codebook is stored as the feature vector for the image. Squared Euclidian distance is used as similarity measure.

To check the performance of proposed technique two measures are used i.e. precision and Recall [1].

\[ \text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of relevant images}} \]

\[ \text{Recall} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of images in database}} \]

After obtaining codebook using LBG algorithm, K-means algorithm is applied on existing LBG codebook to create global codebook of query images of each category and a single global codebook for all categories. Euclidean distance is calculated between each global codebook of query images and global codebook of all categories. Similarity measure will be based on squared Euclidean distance.

Fig.2. Shows a sample database consisting of 7200 images, the database has 100 categories, 72 images in each category. The database has 100 categories, and each category consists of 72 images for a total of 7200 images. The image database used in the experiments is the subset of Columbia Object Image Library (COIL-100).

Fig 2: Sample database consisting of 7200 Images, the database has 100 categories, 72 images in each category.

The method is implemented in Matlab 7.0 on Intel Core 2 Duo Processor T8100, 2.1 GHz, 2 GB RAM machine to obtain results.

5. RESULTS

In this section results obtained using LBG algorithm and proposed algorithm are discussed.

5.1 LBG Algorithm

Experiments are carried out by varying number of categories each time and recording crossover point of precision and recall.

Fig 3 shows Precision and Recall graph based on LBG algorithm on 40 categories.
Table 1 shows Crossover point of Precision and recall for different number of categories. It is seen from the table that crossover point decreases with the increase in number of categories.

Table 1: Crossover point of Precision/Recall for different number of categories using LBG algorithm

<table>
<thead>
<tr>
<th>Number of Categories</th>
<th>Crossover Point of Precision &amp; Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>80.30%</td>
</tr>
<tr>
<td>30</td>
<td>67.90%</td>
</tr>
<tr>
<td>40</td>
<td>66.50%</td>
</tr>
</tbody>
</table>

5.2 Proposed Algorithm

Experiments are carried out by increasing number of categories and number of query images used in creating global codebook of query images. Table 2 shows Relevance percentage for different number of categories and query images.

Table 2: Relevance percentage for different number of categories using proposed algorithm

<table>
<thead>
<tr>
<th>No. of categories</th>
<th>No. of Query Images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>50%</td>
</tr>
<tr>
<td>30</td>
<td>43.33%</td>
</tr>
<tr>
<td>40</td>
<td>42.50%</td>
</tr>
</tbody>
</table>

6. CONCLUSION

Here in proposed method K-means algorithm is applied on existing LBG codebook of images. The efficiency of LBG codebook can be increased by using K-means clustering algorithm. A global codebook of query images is created for each category by randomly selecting 5, 10 and 15 query images from each category. A global codebook is created for each category containing all the images of that category by applying K-means algorithm on existing LBG codebook. Matching is performed between each global codebook of query images and global codebook of all categories. The proposed system uses Euclidean distance as the similarity measure.

The proposed algorithm effectively reduces overall time complexity. The proposed algorithm effectively minimizes the undesirable results and gives a good relevance percentage by giving minimum number of non relevant images.

The LBG algorithm and proposed algorithm are performed by varying the database to different sizes. The performance evaluation of LBG algorithm is done by precision and recall and it is observed that, best retrieval results are achieved when size of database is less as compared to large database. The performance evaluation of proposed algorithm is done by observing number of relevant categories and it is observed that best results are achieved when global codebook of query images from each category is made from more number of images.
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