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ABSTRACT
The complexity of any organism depends on cellular behav-
ior which is formed from the interaction between proteins
and DNA. The accurate identification of DNA protein interac-
tion is still a mirage. So computational approaches are used
for the prediction of DNA protein interaction and the predic-
tion results can be experimentally verified. In this paper a de-
tailed survey of some of the prediction approaches in both
prokaryotes and eukaryotes have been made. The prediction re-
sults may be useful for identification of putative binding sites.
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1. INTRODUCTION
Genes are the fundamental unit of hereditary information. The
genome of an organism carries the details regarding traits to be
exhibited. A portion of the genome called gene is the basic unit of
carrier. The genome is packed in chromosomes within the nucleus
of a cell. The cells play a major role in metabolic activities of both
prokaryotes and eukaryotes. The genetic data in chromosomes oc-
cur as Deoxyribo Nucleic Acid (DNA). DNA is a double stranded
helical structure comprising of four nucleotide bases namely Ade-
nine (A), Cytosine (C), Guanine (G) and Thymine (T).

Gene expression is the driving factor behind cellular activities.
It includes the DNA splicing to form mRNA which is called as
transcription and the synthesis of proteins from the RNA known
as translation. Some of the generated proteins may enter the nu-
cleus and interact with specific portions of DNA. These proteins
are called Transcription Factors (TF) and the DNA interaction re-
gions are called Transcription Factor Binding Sites (TFBS) or in
short binding sites. TFs control which genes are turned on or off
in the genome. This paper gives a detailed survey about the predic-
tion of binding sites in DNA. The prediction can be based on the
nucleotide sequence of DNA, amino acid sequence of TF or on the
protein DNA interaction residues.

2. TFBS PREDICTION
The genome consists of protein coding regions and noncoding re-
gions. The protein coding regions can be obtained by any ORF
finding tools like ORFFinder [1]. The noncoding genome contains
information for the peptide generation. The peptide is a 3D struc-
ture which acts as a backbone for the function and interaction of
proteins. The functional aspects are sequence based whereas the
interaction is both sequence and structure based.

The noncoding DNA do not get translated into proteins. They form
the majority of DNA which in turn result in the formation of tRNA,
rRNA, miRNA etc. The major types of noncoding DNA sequences
are functional RNA, cis-regulatory elements, introns, pseudogenes,
transposons and telomers. Functional RNA is used for the forma-
tion of ribosomal RNA and micro RNA. Cis-regulatory elements
may act as trans factors or promoters of nearby genes and trans fac-
tors control the distant genes. These elements may control a group
of genes. Promoters facilitate transcription and are included in the
noncoding portions of gene.

Noncoding genomes contain the information about where the TFs
bind to DNA. This is based on the binding affinity [2] of the DNA
sequences. Experimental techniques like Chromatin Immuno Pre-
cipitation (ChIP), ChIP-seq [3] can be used to get information re-
garding the binding site predictions. Although the experimental
techniques give accurate results, it is very costly and time consum-
ing. So the computational techniques are used and then the experi-
mental validation can be done.

2.1 Promoters
Most of the binding sites are located in the promoter region that is
ahead of protein coding part of the genome. DNA sequences within
promoters can act as cis regulatory elements for the same TF reg-
ulating nearby genes. Promoter DNA sequences can also be trans
regulatory elements for distant genes which may act as activator or
repressor [4]. The prediction can be made easier by identification
of promoter sequences.

In eukaryotic organisms the features involved in promoters include
CAAT box, TATA box, CpG Island and CAP box. These are the
conserved eukaryotic promoter elements [5]. In plants the CAAT
box may be replaced by AGGA box. CAAT box represents a con-
sensus sequence that is at a proximal distance of -80 base pairs
from the binding start site. The starting point of binding sites may
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be taken as +1. TATA box is much more closer than the CAAT box
which may also be formed by the consensus that is located at a dis-
tance of 25 base pairs from the binding start site. Another striking
element of TATA box is that it may be surrounded by sequences
rich in CG content. CpG Island refers to a sequence rich in C and G
found in multiple copies. CAP site is the starting point of transcrip-
tion denoted as +1 and it is also called as transcription initiation
sequence. The presence of CAAT box, TATA box, CpG Island also
indicate existence of binding sites in close proximity.

In prokaryotes there are some small variations in the promoters.
There is a promoter element called operon that starts the tran-
scription of multiple genes adjacent to it. Here a single transcribed
mRNA may be translated to several proteins. There are two control
modes for the working of DNA - positive control mode and nega-
tive control mode. In positive control mode the binding may take
place and in negative control mode there may not be any binding.
Search space for binding sites cites can be enhanced by the knowl-
edge of control modes. The binding prediction attempt starts with
the gene prediction [6].

2.2 Prokaryotic Binding Site Prediction
Prokaryotes are single cellular organisms where the cellular com-
plications are less. Prediction of binding sites is based on the lo-
cation of introns and exons. Introns are noncoding sequences and
exons are protein coding regions. Prokaryotes have no interven-
ing introns and exons [7]. This makes the binding prediction much
easier. Initially the noise associated with the genomic data is re-
moved. Next is the feature extraction using probability based Hid-
den Markov Model [8].

2.3 Eukaryotic Binding Site Prediction
Eukaryotes have interleaving introns and exons. This makes the
prediction much more complicated. The binding sites may be some
6-60 base pairs in length which depends upon the location of pro-
moters. The enzyme RNA Polymerase may interact with DNA
based on the enhancer TF [9] or repressor. The Transcription Start
Site may be located some 10 base pairs upstream of the gene. Tran-
scription regulatory network [10] can be created based on the bind-
ing sites which give details of the existing binding sites and easier
prediction of unknown binding sites.

A variety of tools have been developed for the binding site
prediction. TFSEARCH [11], MatInd, MatInspector, MATRIX
SEARCH, SIGNAL SCAN, MATCH [12] are some of the promi-
nent tools. The input can be given in FASTA format or plain
text form. Using TFSEARCH one can model the Hunchback TF
(M00022) for the Hb TFBS. But the details for TF Nanog is not
available using TFSEARCH which result in invalid prediction.
MATCH is a commonly used tool for searching the TFBS. It is
primarily based on the similarity score which include the matric
similarity score and core similarity score. A threshold cut-off can
be given to the scores to evaluate the content of features that are
active. The cut-off is used to minimize False Negative and False
Positive rates that result in accurate prediction of binding sites.

3. MODELS
The binding site prediction is usually based on a set of genes that
are co-regulated which form the cis-regulatory modules. Binding
sites are usually based on DNA or RNA motif identification [13].

3.1 Features Used for Binding Site Prediction
Binding affinity can be used as a strategy for prediction. It is based
on the sequence features which include the physicochemical prop-
erties [14] and evolutionary information. Both depend on the nu-
cleotide sequence data. A total of 38 physico-chemical properties
can be integrated with the sequence features. The feature space can
be extremely large. The dataset can be obtained from ACTIVITY
database [15]. The evolutionary information can be represented as
Position Specific Scoring Matrix.

3.2 Phylogenetic Footprinting
There is a close similarity between the evolutionary aspects in DNA
and RNA sequences. This is the driving factor behind phylogenetic
foot printing. It is a technique of finding the binding sites with the
evolutionary information. The noncoding regions of DNA are used
for finding the binding sites using the homologous and orthologous
information. Orthology refers to the retain of same functional as-
pects in the course of evolution. There is sequence conservation be-
tween the species which acts as a biological pipeline. TargetOrtho is
a common tool for finding the phylogenetic details. Footprint [16]
is a computer program for finding the phylogenetic footprint de-
tails. From the knowledge of binding sites of a particular organism,
prediction of binding sites of all evolutionarily related organisms
can be made.

3.3 Stochastic Models
Pi-calculus mechanism can be used to model the sequence infor-
mation exchange between different species. The transition from
one state to another can be used to model the sequence informa-
tion. The transitions include change from chromosome to selected
portions of DNA, proteins and DNA-binding residues. It can also
be used to model the binding affinity of protein DNA interactions.
One of the most commonly used stochastic models is the Position
Specific Scoring Matrix, in short PSSM.

Structural and sequential features can be used to model the sample
sequence for binding site prediction. Sequential features include the
DNA sequence nucleotides, consensus prepared from nucleotides,
the helical features of DNA, high CG content, CpG Island and
PSSM hit values. The structural features include bending of DNA,
TF binding on major groove of DNA, solvent accessibility and sur-
face area available for binding. More the features collected, more
accurate will be the resulting prediction and the features can be
represented using Bayesian networks [17].

4. DNA PROTEIN INTERACTION RESIDUE
Protein DNA interaction forms a major role in the genetic engi-
neering. Binding residues is a 3D structure with the details that
can be obtained from the Protein Data Bank (PDB). The amino
acid nucleotide sequence pairs may determine the functional char-
acteristics. Sequence features can be extracted from the amino acid
datasets like PROSITE, Pfam database. The interaction may result
in the formation of motifs by which one can apply the motif match-
ing as well as motif discovery techniques. The feature extraction
can be based on the binding properties like side chain pKa value,
hydrophobicity index and thermodynamic properties with the struc-
tural and sequential parameters. k-mers can be selected with the as-
sociation rule mining approach for the binding evaluation. Agarwal
et. al suggested an Apriori algorithm for the evaluation based on
the binding residues. Binding is based on the basic principle that
two atoms are said to be interacting if the distance between them
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is less than 3.5 A. k-mers of binding residues [18] can be selected
for the comparison with varying values for k. The main limitation
of interaction residue is the lack of all the linking counterparts of
protein nucleotide interaction.

5. PSSM BASED METHODS
The most common approach for binding site prediction uses the
Position Specific Scoring Matrix or in short PSSM technique. This
is one of the most common strategies to represent the binding sites
accurately. PSSM is a matrix representation of data which is based
on the independence between nucleotides. This may add to the dis-
advantage for sequence extraction. The matrix preparation is based
on the frequency distribution of nucleotide bases at each position
in the sequence corresponding to the DNA or amino acid [19]. For
nucleotide bases 4 rows have to be considered corresponding to the
bases and for proteins, 20 rows have to be considered correspond-
ing to 20 amino acids for each sequence data. For evaluation, the
log based score can be prepared considering the background dis-
tribution also. The main limitation of PSSM is that it is unable to
handle the physico-chemical properties of the sequence distribu-
tion.

6. ALIGNMENT BASED METHODS
The sequence can be aligned locally or globally. PSI-BLAST or
BLAST can be used as a tool for alignment. To form the local
approximation, the techniques used are Greedy optimization, Ex-
pectation Maximization and Gibbs Sampling. Supervised learning
methods use a set of known binding sites from the experimental
data. This may be taken as the positive set for training. The nega-
tive set can be taken as any of the non-binding sites selected ran-
domly. The learning based methods have the disadvantage of high
dimensional and noisy data.

Based on the alignment, one can prepare a consensus and search for
the similarity in the subsequences based on a sliding window. This
considers the variability data rather than similarity for regulatory
regions. Majority of the machine learning approaches take a set of
TFBS sequences as input and generate a matrix representation for
this. This act as a binding model which is used to scan the DNA
sequences to find new binding sites. The model can also be used to
find unknown putative binding sites in a sequence for a given TF.

7. DNA BINDING DYNAMICS FOR BINDING
CHARACTERISTICS

The binding dynamics refer to the changes occurring to DNA struc-
ture as a result of the protein DNA interaction. Studies have been
made using the Rap1-Myc protein proposed by Colin et. al [20].
The binding turnover was detected using TATA binding feature.
Studies revealed a strong correlation between binding sites and
histone acetyltransferase enrichment. Binding stabilization can be
made with the nucleosome instability. The histone H3 can be used
as the active promoter. The binding sites can be long or short DNA
sequences and the binding behavior is encoded within the DNA
code. Binding dynamics was influenced by the histone turnover
and residence time of transcription factors. They are preferentially
A or T rich with the variability being enhanced by the difference
in affinity to the RNA Polymerase. Binding affinity is based on
the availability of DNA accessible from surface. Binding dynamics
determine the functional consequences with a predictable switch
between inactive and active TF states. The signal measurement is
based on background and current values of bases.

8. DNA PROTEIN BINDING SITES
A lot of approaches have been developed for DNA sequencing. Pro-
teins as well as enzymes may interact with the DNA subsequences
to form the binding residue. Binding residues may differ in compo-
sition due to the variation in binding affinity for RNA Polymerase
which result in the formation of different patterns of binding sites.
Binding sites can be used to extract the information content and
binding energy which can be estimated by the frequency distribu-
tion of dinucleotide or mononucleotides. Sequences rich in specific
bases (eg. AT rich) can also be evaluated to give the average binding
energy which is also referred as the relative entropy. Entropy can be
used as a measure for determining the binding sites. All the prob-
ability estimation is based on the assumption that each nucleotide
position has independent role in calculating the binding affinity.

9. ALGORITHMS FOR PREDICTING TFBS
Mainly there are four classes of algorithms for predicting the bind-
ing sites. They are enumerative algorithms, phylogenetic foot print-
ing, iterative algorithms and content based algorithms. Enumera-
tive algorithms use a background of base pair for searching motifs
against the background. Phylogenetic foot printing use the homolog
and ortholog data to find the binding motifs. Iterative algorithms
use the Expectation Maximization to define the probability distri-
bution of binding sites. Content based algorithms use the segmen-
tation technique to divide a long sequence into subsequences for
processing as regular expressions. To reduce the error rate, a set of
twelve algorithms are used. This increases the accuracy by reduc-
ing error rate of predictions. The result of algorithms can be repre-
sented as feature vectors. Representative features include both ex-
trinsic and intrinsic features. Extrinsic features are used for signal-
ing pathways for a phenotype. Intrinsic features are used for identi-
fication of the functioning of cells which also include the working
of TFs. The details about prediction can be taken from TRANS-
FAC [21] and JASPAR [22] database which provide information
about TFs, associated genes and probable binding sites. Some of
the common TFs are Oct4, Sox2, c-Myc, Klf4, Nanog, Esorb, Zfx,
STAT3.

A commonly used webserver for the prediction of DNA binding
residues is BindN. For any given sequence, alignment can be done
locally or globally. This may reduce the sample size for processing.
Local alignment is done using Smith Waterman algorithm that is
implemented by taking small subsequences for comparison. Global
alignment can be done by the Needleman Wunsch algorithm which
takes the sequence as a whole for comparison. The alignment can
be done based on nucleotide sequences or amino acid sequences.

The processing of sequences are done by accessing as codons. The
start codon is the first codon of mRNA. The start codon commonly
used is AUG, called as Methionine. The start codon is usually pre-
ceded by a non-translated region of 5’ upstream of the sequence.
UAG, commonly known as amber, UGA which is umber/opal and
UAA also called as ochre are the commonly used stop codons. The
corresponding stop codons in DNA are TGA, TAA and TAG. The
start codon marks the starting point of translation. The expectation
maximization can be used when there is some missing data for eval-
uation. BLAST is a major dynamic programming tool used for the
sequence comparison. The webserver will automatically generate
PSSM of a given input nucleotide or amino acid sequence against
a reference data. The direction of transcription is defined by the
downstream end. To search for motifs, find the upstream sequences
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Table 1. Computational Binding Site Prediction Programs.
Approach Organism Technique Program
PSSM Prokaryotes and Eukaryotes Motif matching Content based algorithm
Phylogenetic footprinting Prokaryotes and Eukaryotes Sequence Conservation Homolog modelling
Stochastic approaches Eukaryotes Sequence patterns Clustering based on correlation
Feature based Eukaryotes Feature motif model Enumeration algorithm
Probability based Eukaryotes and Prokaryotes Markov model Iteration algorithm
Biological knowledge with physico chemical features Eukaryotes Filter based enumeration Entropy estimation technique
Association rule mining Eukaryotes Branch and Bound Apriori algorithm
Binding affinity Eukaryotes Sequence patterns PRIMA algorithm
Protein DNA binding residue Eukaryotes k-mer evaluation TF conservation

between bound and unbound regions by checking both positive and
negative samples.

PRIMA algorithm is used for identifying the TFs with overrepre-
sented binding sites in a set of promoters. The algorithm is inte-
grated along with Expander software with input as a set of corre-
lated genes, background set of genes and PSSM of known bind-
ing sites. Output is a set of TFs and their probability values. The
first step in the algorithm is to generate a random input sequence
of amino acids or nucleotides. The second step is to set a thresh-
old score for the PSSM. The third step is to find the likelihood
score. The fourth step is to find the hits of binding sites that pass
the threshold value. For this, scan the target sequences and back-
ground model in search of hits. The fifth step is to find enrichment
score which is done by checking whether the number of hits in tar-
get set is higher than the expected value. The distribution of hits is
obtained by comparison with background value.

Table 1 shows a comparative outlook of the approaches used.
PSSM is the easiest method of extracting binding site details. But
it has the limitation of independence between nucleotides. Phylo-
genetic foot printing collects the evolutionary details, but lacks the
structural parameters. This can be overruled by adding the feature
details which result in probability based estimate of binding sites.
The increased number of features can be limited by filters. Binding
affinity and rule based mining can be applied in binding residues
for the prediction of binding sites.

10. CONCLUSION
The inherent details of any organism are obtained from gene ex-
pression. The basic building blocks of living things are formed
by proteins which are formed by the transcription and translation.
Transcription factors make a major role in determining how the
proteins are formed and metabolic activities are controlled. Tran-
scription factor binding sites are determined by the DNA locations
of where proteins interact with DNA sequences. Most of the bind-
ing sites are located in promoter regions upstream of protein cod-
ing portion. Prediction of binding sites is easier in prokaryotes than
eukaryotes. Binding site prediction can be done based on feature
extraction, phylogenetic foot printing and stochastic models. DNA
protein interaction residues form a major role in the binding predic-
tion by taking the features from known binding residues and data
repository from amino acid databases. Binding affinity values can
be used for differential calculation to find the log likelihood score.
PSSM is the most commonly used technique to represent the bind-
ing interaction based on the sequence features whereas the binding
affinity use structural features for prediction. To reduce the search
space for prediction, alignment of sequences can be done.
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