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ABSTRACT
In this paper a new non-preemptive domain clustering scheduling algorithm for soft real time application is proposed. The main aim of this algorithm is to achieve high deadline meeting ratio of the group Earliest Deadline First (gEDF) algorithm by maintaining the excellent performance during normal load. An efficient non-preemptive algorithm called Domain Cluster – group EDF (DC-gEDF) is proposed for real time systems which makes clustering the tasks according to the domain specification with their deadlines and schedules the tasks within a group. The results are analysed and compared for the metric deadline meeting ratio of gEDF and DC-gEDF under different deadline acceptable values. It shows an improvement in the deadline meeting ratio for the proposed DC-g-EDF algorithm.
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1. INTRODUCTION
Earliest deadline first (EDF) is a dynamic scheduling algorithm [5] used in real-time task scheduler to place the tasks in a priority queue [19]. Whenever a scheduling processes need to perform the queue will be searched for the task closest to its deadline. This task is to be scheduled for next execution [2], [4]. EDF is an optimal scheduling algorithm on preemptive scheduling processors, in that sense: if a collection of independent tasks, each characterized by an start time, an requirement and a deadline, can be scheduled by any algorithm in a way that ensures all the tasks complete by their deadline, the EDF will schedule this collection of tasks so they all complete by their deadline.

In preemptive systems, tasks are pre-empted by higher priority tasks or by some other techniques, while non-preemptive systems will not permit pre-emption. Preemptive scheduling algorithms are easy to develop but non-preemptive scheduling algorithms are more efficient than the preemptive. However, non-preemptive EDF techniques have produced near optimal schedules for periodic and aperiodic tasks, particularly when the system is lightly loaded [3]. When the system is overloaded, it has been shown that the EDF approach leads to very poor performance (i.e., low success rates). In this dissertation, a system load or utilization is used to refer to the ratio of the sum of the execution times of pending tasks and the time available to complete the tasks [9], [12]. The reason for the poor performance of EDF is because of tasks that are scheduled based on their deadlines, sometimes they miss their deadlines due to overload, so that other tasks waiting for their turn for long time so their deadlines are also have the chance to miss also – it is sometime known as the domino effect. To overcome these issues, the derivation of EDF algorithm is used. It is group EDF (gEDF), where the tasks with “similar” deadlines are grouped together (i.e., deadlines that are very close to one another), and the Shortest Task First (SJF) algorithm is used for scheduling tasks within a group. It should be noted that our approach is different from adaptive schemes that switch between different scheduling strategies based on system load. gEDF is used in overloaded as well as under loaded conditions.

However gEDF produces efficient scheduling results, it does not concerns domain specification of tasks. Our approach is to analyze the specification of given tasks and grouping them with similar one using gEDF and with new scheduling algorithm called Domain Cluster – group EDF (DC – gEDF). This algorithm groups the tasks according to the domain and applies gEDF to each group. So that each group can schedule simultaneously, this reduces the overall duration to complete the tasks.

2. RELATED WORK
2.1 Shortest Task First (SJF)
Shortest Task First (SJF) scheduling is probably optimal but requires clairvoyance, profiling, or expected execution time to fully implement. SJF can be implemented either preemptively or non-preemptively. SJF has low average waiting time [10], [11], [20]. In fact, SJF is optimal with respect to average waiting time. It is very easy to prove this claim by comparing it with other real-time algorithms.

In Soft Real Time systems [13], [14], each task may have one or more than one predecessors. SJF algorithm [7] cannot analyze the predecessors of the tasks. To overcome this issue another real time scheduling algorithm has been proposed, called Earliest Deadline First (EDF).
2.2 Earliest Deadline First (EDF)
Each task in an EDF scheduler is assigned with a deadline. Every time a task is inserted in the system, the scheduling system looks for the other task which is present in the queue and which has the next nearest deadline and select it for execution [7]. In order to ensure that the scheduling application is still able to meet each deadline, a ‘scheduler must evaluate if each new incoming task doesn’t overload the system and slow down the execution if it will do so.

However, EDF[8] performs worst during overload (i.e. when the total CPU utilization exceeds 100%) condition [4], [15]. This poor performance may create the chance to miss the deadline of the tasks. And this leads that other tasks need to wait for a turn longtime and miss their deadline too.

2.3 Group Earliest Deadline First (gEDF)
In this concept the deadlines are formed as a group according to their range of deadlines, dynamically. Here groups are separated by the concept of traditional EDF but the group may be arranged by different techniques say priority or SJF value, etc. We use SJF to develop EDF, but it is one of the techniques among the scheduling methods. gEDF is mainly suitable for non-preemptive soft-real-time systems. A group in the gEDF algorithm depends on a set of deadline group range that is, these are grouped according to the deadlines named as parameter Gr. A task \( t_i \) belongs to the same group as task \( t_j \) if \( d_i \leq \tau \leq d_j \) (\( d_i + Gr * (d_i - t_i) \)), where \( t_i \) is the current time, \( 1 \leq j \leq N \). We group tasks with deadlines which are close to each other. The tasks with close deadlines are in a group.

We assume a uniprocessor system [16]. QgEDF is a queue for gEDF scheduling. The current time is represented by \( t \). |QgEDF| represents the length of the queue QgEDF. \( \tau = (r, e, D, P) \) is the task at the head of the queue.

- gEDF Group = \{ \( t_k \mid t_k \in QgEDF, d_k - d_i \leq 1 \leq \tau \leq D, 1 \leq k \leq m, m \leq |QgEDF| \}, and D1 is the deadline of the first task in a group

The pseudo code of the functions Enqueue and Dequeue are given below:

**Function Enqueue (QgEDF, \( \tau \))**

\[
\text{if (\( \tau \)'s deadline \( d_i \)) then}
\]

insert task \( t_i \) into QgEDF by Earliest Deadline First, i.e. \( d_i \), \( d_i \leq d_i \leq d_i \leq d_j \), where \( \tau \), \( t_i, t_j \in QgEDF, 1 \leq \leq |QgEDF| - 2; \)

- Enqueue is called on each task arrivals.

**Function Dequeue (QgEDF)**

\[
\text{if QgEDF \!= \! \emptyset then}
\]

find a task \( t_{\text{max}} \) with \( \tau_{\text{min}} = \min \{ \tau_k \mid t_k \in QgEDF, d_i - d_i \leq Gr * D, 1 \leq \leq m, m \leq |QgEDF| \} \), run it and delete \( \tau_{\text{max}} \) from QgEDF.

- Dequeue is called when the execution of all task ends.

3 DOMAIIN CLUSTER – GROUP EDF (DC-G-EDF)

**A. Definitions**

To define our algorithm we use the following notations:
- \( r \) - denotes task \( i \)
- \( D_i \) - absolute deadline of task \( i \)
- \( d_i \) - dynamic deadline of task \( i \)

**B. Scheduling Model: Non-Preemptive Real Time**
Non-preemptive scheduling [17], [18] is much efficient than preemptive scheduling since preemption requires context switching method overhead which may be significant in well-formed multithreading systems. In this non-preemptive model SJF algorithm is used to schedule the tasks according to the deadlines (i.e. which has small deadlines that are arranges first).

**C. The Algorithm**
We first group the tasks with their domain specification together based on our novel algorithm. Within the group the tasks were sorted based on another algorithm, where the task at the head of the queue will be executed first followed by the rest of the tasks in the queue sequence. A group member in the Domain cluster group is to be rescheduled according to the predecessors. And then, have to apply the gEDF algorithm to schedule finally.

The clustering is based on the domain using the following algorithm

**Function Domain-Cluster (QgDCgEDF, DC)**

\[
\text{for } i=1 \text{ to } i=|QgDCgEDF| \{ \text{ }
\]

for \( j=i+1 \) to \( j=|QgDCgEDF| \{ \text{ }

findDC which has same domain name and put it in \( QgDCgEDF \)

\}

//gEDF with predecessor constraints

ID2: for \( i=1 \) TO \( i=|QgDCgEDF| \{ \text{ }

ID2: for \( j=i+1 \) to \( j=|QgDCgEDF| \{ \text{ }

\}

4 NUMERICAL RESULTS

The following Table 1 depicts the resources, predecessor associated with each domain along with the time (duration) taken for each activity.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Domain</th>
<th>Resources</th>
<th>Predecessor</th>
<th>Time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>D1</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>D2</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>C</td>
<td>D1</td>
<td>3</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>D2</td>
<td>2</td>
<td>A,B</td>
<td>4</td>
</tr>
<tr>
<td>E</td>
<td>D3</td>
<td>1</td>
<td>C</td>
<td>4</td>
</tr>
<tr>
<td>F</td>
<td>D1</td>
<td>4</td>
<td>C</td>
<td>3</td>
</tr>
<tr>
<td>G</td>
<td>D1</td>
<td>4</td>
<td>D,E</td>
<td>5</td>
</tr>
<tr>
<td>H</td>
<td>D2</td>
<td>2</td>
<td>F,G</td>
<td>2</td>
</tr>
</tbody>
</table>

| Total    | 25     |
The following graph in Fig. 1 depicts the dependency graph for the activities tabulated above:

1. Some activities can be done simultaneously so project duration should be less than 49 days.
2. Critical path analysis is used to determine project duration.
3. The critical path is the longest path through the network.

Domain Clusters
Now here in Fig. 2, this process has been formed into three clusters according to their Domain specification. (i.e.) Domain 1 (D1) consists of processes A, C, F and G. Domain 2 (D2) consists of processes B, D and H. Finally Domain 3 (D3) consists of process E. So have to consider each cluster for Critical Path analysis and have to apply gEDF to each cluster. Using EDF and gEDF algorithm we couldn’t do the domain analysis.

Fig 1: Determining the Project Schedule

Without Domain analysis we cannot able to schedule the process to the members efficiently. If processes are scheduled to the members randomly, there is a chance of misleading and which results the projects may not be completed within scheduled duration. So this DC-gEDF algorithm possesses domain clustering to schedule the projects to the members according to the specification. Domain clustering analysis took place for assignment of project and not for scheduling.

Critical Path Analysis (CPA)
For CPA analysis, have to find the following values:
1. Earliest Start Time (EST)
2. Earliest Finish Time (EFT)
3. Latest start time (LST)
4. Latest Finish Time (LFT)

EFT Rule states that
EFT = EST + activity time

Node Notation: The node notation in Fig. 3 showing the EST, EFT, LST and LFT is as follows:
Forward Pass

Identifies *earliest* times (EST and EFT)

**EST Rule:** All immediate predecessors must be executed before an activity starts

- If there one immediate predecessor, then
  
  \[ \text{EST} = \text{EFT of predecessor} \]

- If >1 immediate predecessors, then
  
  \[ \text{EST} = \max \{\text{EFT's of all predecessors}\} \]

**Backward Pass**

The pseudo code for the backward pass is shown below:

1. Identifies *latest* times (LST an LFT)
2. **LFT Rule:**
   a. If activity is the immediate predecessor to only 1 activity, then
   b. \( \text{LFT} = \text{LST of immediate follower} \)
   c. If activity is the immediate predecessor to multiple activities, then
   d. \( \text{LFT} = \min \\{\text{LST of all immediate followers}\} \)

3. **LST Rule:**

   \[ \text{LST} = \text{LFT} – \text{activity time} \]

**Backward Pass:** The backward pass is based on Latest Start and Finish Times, which is given in Fig. 5.
Fig 5: Backward Pass

Slack Time and Critical Path(s)

1. Slack is the total duration of an activity which may be delayed without delaying the overall project
   1. Slack = LST – EST
2. Activities which have slack 0 are Critical Activities

Project Schedule and Slack Times
The following Table 2 shows the EST, EFT, LST, LFT, Slack time corresponding to every activity. In addition to it, whether an activity is a part of critical path is also shown in Fig. 6.

Table 2. Project Schedule

<table>
<thead>
<tr>
<th>ACTIVITY</th>
<th>EST</th>
<th>EFT</th>
<th>LST</th>
<th>LFT</th>
<th>SLACK, LST-EST</th>
<th>ON CRITICAL PATH?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>D</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>E</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>8</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>F</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>6</td>
<td>No</td>
</tr>
<tr>
<td>G</td>
<td>8</td>
<td>13</td>
<td>8</td>
<td>13</td>
<td>0</td>
<td>Yes</td>
</tr>
<tr>
<td>H</td>
<td>13</td>
<td>15</td>
<td>13</td>
<td>15</td>
<td>0</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Critical Path and Slack Times

Fig 6. Critical in the schedule

The Gantt chart for all the activities involved is depicted below in Fig. 7:

Fig 7. Gantt chart for activities

In this Gantt chart the clear work schedule has been defined. The process A(D1) and B(D2) has no predecessors so they are scheduled first. Then C(D1) has been scheduled followed by D(D2) is scheduled. Now E(D3) and F(D1) are scheduled concurrently because both are dependent on and completed before itself. Then G(D1) and H(D2) are scheduled. So total time taken to complete this project will 15 days and the resource needed for this allocation is 7 Units.
4. Effect of Deadline Tolerance on Deadline Meeting Rate
Comparison between EDF, gEDF and DC – gEDF DMTR

The below figure Fig. 8 shows the deadline meeting rate of EDF, gEDF and DC – gEDF algorithm as Tr in 100%. We observe that DC – gEDF achieve a much better DMTR.

![Fig. 8. Effect of Deadline Tolerance](image)

From the above figure, it clearly shows that DC- gEDF has produce much better DMTR during normal load and has shown very significant increment during overload as the deadline tolerance value increases. And it clearly states that duration of a project will be much lower than EDF and gEDF because DC – gEDF has high deadline meeting rate. It never misses the deadline.

5. Comparison of EDF, g-EDF And DC-g-EDF

The comparison between Earliest Deadline First, Group Earliest Deadline First and Domain Clustering- Group Earliest Deadline first is tabulated in Table 3.

<table>
<thead>
<tr>
<th>Table 3. Comparison of EDF, g-EDF and DC-g-EDF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EDF</strong></td>
</tr>
<tr>
<td>Pre-emptive scheduling</td>
</tr>
<tr>
<td>No predecessor constraints</td>
</tr>
<tr>
<td>No group formed</td>
</tr>
<tr>
<td>It may have chance to miss the deadlines of the tasks when the system is overloaded</td>
</tr>
<tr>
<td>Even small process need to wait long for its turn</td>
</tr>
<tr>
<td>Scheduling order will not be efficient.</td>
</tr>
</tbody>
</table>

6. CONCLUSION

Non-preemptive scheduling is more efficient for soft real time systems where in context switching overhead is totally eliminated. As, the Earliest Deadline First scheduling algorithm is based on preemptive switching, it works fine only when the system is slightly loaded. Group Earliest Deadline First algorithm is based on non-preemptive scheduling solves this problem by grouping tasks with the same deadlines to be met. However, Group Earliest Deadline First algorithm doesn’t consider the tasks in a domain-specific manner. As proposed in this paper, Domain Clustering Group Earliest Deadline First (DC-gEDF), groups tasks considering their domain along with their deadlines which eliminates the drawback in gEDF. Moreover, gEDF had no predecessor constraints. But DC-gEDF includes the predecessor constraints and is thereby more efficient than EDF and gEDF.
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