An Efficient Optimization based Vehicle Movement Prediction with Aid of Feed Forward Back Propagation Neural Network
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ABSTRACT
Moving vehicle location prediction method mainly based on their spatial and temporal data. The moving objects have been developed as a specific research area of Geographic Information Systems (GIS). Most of the techniques have been used for performing the vehicle movement detection and prediction process. This type of work is a lack of analysis in predicting the moving vehicles location in current as well as in the future. Existing methods are using a Genetic Algorithm (GA) and Particle Swarm Optimization algorithm (PSO) for finding optimal paths in moving objects. Within the previous technique, there’s no guarantee for fulfillment to finding a vehicle optimal path and also still now wants to improvement for choosing optimal path. To beat the disadvantage in the existing method, during this paper, to propose moving vehicle location prediction algorithm is an Artificial Bee Colony algorithm (ABC) and Feed Forward Back Propagation Neural Network (FFBNN). During this proposed algorithm is used for compute vehicle optimal path and selected optimal paths are given to the FFBNN to accomplish the training process. The trained FFBNN is then used to find the vehicle moving from the current location. By combining ABC algorithm and FFBNN, the moving vehicle’s location is predicted more efficiently. The outcomes of the FFBNN-ABC algorithm are compared with results of previous method, such as FFBNN-GA, FFBNN-PSO. The evaluation result shows that the proposed technique more accurate than other algorithms.
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1. INTRODUCTION
In recent years, data mining and knowledge discovery have become some of the popular fields of researches. Spatial data mining is one of the requirements of data mining process spatial data [1]. Spatial data mining is the technique of extracting implicit information, economical, social and scientific problems, spatial relations, or other patterns not explicitly stored in spatial databases [3]. Spatial data mining has deep roots in both traditional spatial analysis fields (such as spatial statistics, analytical cartography, and exploratory data analysis) and various data mining fields in statistics and computer science (such as clustering, classification, association rule mining, information visualization and visual analytics [2]. In spatial data mining, the prediction of moving object’s location based on the time series is a significant task in several applications such as wireless based, location-aware devices and networks of sensors and traffic analysis. The need for analysis, modeling and processing of traffic data is of much concern as the amount of moving vehicles are increasing speedily every day. Likewise, the extraction of additional information about traffic conditions, optional routes and possible prediction of troublesome situations, such as traffic jams, becomes necessary [4].

The Mathematical study of spatial objects and its geometric properties which are preserved under deformations such as bending and stretching are used in investigating the topology of a spatial object. The study of the topological changes of spatial objects over time, i.e., of time dependent geometries called moving objects, is important in several applications such as Geographical Information Systems (GIS), Spatiotemporal databases, the processing of animation images in multimedia applications and the topology control of Wireless Sensor Networks (WSN) [8].

In Mobile and Spatiotemporal databases, monitoring of continuous spatial queries over moving objects is necessary in various applications such as Public Transportation, Logistics, Location Based Services and more. In many applications, the moving vehicles location prediction plays an important role. Many methods were developed to find the vehicle location, which are briefly discussed in the following section. In such works, there is a lack of analysis in predicting the vehicles location. The vehicle’s location is predicted by finding the topological relationships among trajectories and locations and also the GPS points are determined by 30m circular window from the image error range. The error range of the image is not static; it varies from image to image. So this technique is not applicable to all images. Moreover, there is no standardization available for selecting the suitable input image. If all the aforesaid drawbacks in the literary works are solved, then the moving vehicle’s location prediction performance is improved with higher accuracy [5].

In this study, a moving vehicle location prediction algorithm is proposed to predict the vehicle’s future location from the current location using FFBNN-ABC technique. After gathering the vehicle’s frequent paths from all the vehicles movement in a particular period, among the frequent paths, the vehicles optimal paths are computed using the ABC algorithm. After that selected optimal path for each vehicle are given to FFBNN for the training process. To get more accuracy in the prediction of vehicle’s future location from the current location, ABC is used in the training process. The rest of the paper is organized as follows: Section 2 reviews the related works with respect to proposed method. Section 3 discuss about the proposed technique. Section 4
shows the experimental result of the proposed technique and section 5 concludes the paper.

2. RELATED WORKS
Liu and Schneider [5] have developed a model which determines the topological changes of a complex moving region through snapshots called observations. They have introduced a two phase strategy: the first phase partitions the observations into several evaluation units and uniquely maps a unit before the change in exactly one unit after the modification and the second phase interprets the topological change by integrating all basic topological changes from evaluation units.

Shaw and Gopalan [6] have derived an application of the modified priori algorithm in coordinating sets of trajectories to find the frequent trajectory coordinates. In order to decrease the unnecessary search time and space, some additional steps have been added in the algorithm to prune the coordinating sets created. They have also explained the fundamentals of data origination process and database structure to hold the coordinate data sets and the implementation of the algorithm with the object oriented programming language by an illustration. The technique can be applied to motivating game domains to find the recurrent trajectory of an object shot by a player which follows a trajectory path.

Diansheng and Mennis [2] have proposed a graph-based approach that treats trajectory data as a complex network. They have also developed a technique that establishes the topological associations among trajectories and locations and utilizes a spatially constrained graph partitioning method to discover natural regions defined by trajectories which are within the context of vehicle movements. Moreover, it has been found that the discovered hierarchical regions can effectively facilitate the understanding of trajectory patterns and discovered the trajectory clusters that the existing methods failed to detect.

Ivana Nizetic et al. [12] have discussed a conceptual model for predicting moving object’s future locations can be very useful in many application areas and data model of moving objects considering various object’s characteristics. The location of the vehicle equipped with a GPS device can be received almost continually. The proposed approach has a great issue to predict moving object’s next position.

Ajaya Kumar Akasapu et al. [8] have proposed a model for analyzing the trajectories of moving vehicles and develop the algorithm for mining the frequency patterns of Trajectory data. The trajectory data are normally obtained from location-aware devices that capture the position of an object at a specific time interval. The moving vehicle location prediction plays an important task in many applications. Different methods are developed to find the vehicle location. In our previous work we proposed GA and PSO optimization techniques for finding a vehicle optimal path. Both techniques are not a guarantee of success in finding an optimal path [13]. Therefore, this method still now needs improvement for selecting an optimal path. The above mentioned literary works are resolvable, after that the moving vehicle’s location prediction performance is improved with higher accuracy [16] [17].

3. PROPOSED METHODOLOGY

The architecture of proposed prediction of moving vehicle location is shown in Fig. 1. At the outset, the vehicles visiting paths in different time periods are collected and then compute frequent paths for each vehicle. After the frequent path are given as the input to the optimization process to select optimal paths for each vehicle. The most frequent paths are given as the input to FFBNN. While training, the FFBNN parameters are optimized using ABC algorithm. In testing process, more number of optimal paths is given to well train FFBNN-ABC to validate whether the given testing data predict the vehicles’ future location perfectly or not. The proposed methods contain the following phases

1. Frequent path selection,
2. Optimization process.

3.1 Frequent Path Selection
In this proposed method, the graph G is intended with n number of nodes (junctions) and the nodes are connected by the paths. The number of vehicles in the graph is represented as Vv = {v1, v2, v3,... vn}, where, e is a number of vehicles and the paths are represented as P = {p1, p2,...pn}. Moreover, the weights Wn for nodes are allocated within the arbitrary integer values [1, w]. In a different time period Tm = {T1, T2, T3, T4, T5}, the vehicles v visited paths need to be collected. The designed graph is illustrated in Fig. 2.

The vehicle v1 initially start traversing at the node 1 in a time period T1 and its next visit to the node 4 by utilizing the path 1→4 and subsequently it visit the nodes 2 and 3 via the path 1-
The vehicles are exploiting different paths to achieve the same target node in different time periods. Similarly, in different time periods, the vehicles visited paths are collected and the frequency value of path visited more than once by the particular vehicle \(v_i\) is calculated. Based on the frequency value, the vehicle \(v_i\) frequently visited paths \(p\) is computed and an index value is allocated for each computed frequent path. The number of frequent paths for the vehicle \(v_i\) is denoted as \(fP^i\) \(= \{p_1, p_2 \ldots p_i\}\) and the corresponding index value for the frequent paths is represented as \(I^i\) \(= \{i_1, i_2 \ldots i_x\}\), where \(i_x\) is a value based on the number of selected frequent paths for the vehicle \(v_i\).

### 3.2 Vehicle Optimal Path Prediction using ABC

To obtain the exact future location of the vehicles, first we select the optimal path from number of frequent path \(f\). The optimal path selection by ABC algorithm finds the precise path for all vehicles utilized to identify the vehicle future location.

The main steps of the algorithms are given as follows.

**Step1.** Initial food sources are produced for all employed bees.

**Step2.** While stop criteria is not satisfied, go to step 3 to step 6.

**Step3.** Send the employed bees onto their food sources.

**Step4.** Send the onlooker bees onto the food sources depending on their nectar amounts.

**Step5.** Send the scout bees to search possible new food sources.

**Step6.** Memorize the best food source found so far. Until (termination criterion are met)

ABC algorithm is a swarm based meta-heuristic algorithm that is inspired by the intelligent behavior of the honey bee foraging, this optimization algorithm was introduced by dervis karaboga in 2005, and is based on inspecting the behaviors of real bees on finding nectar amounts and sharing the information of food sources to the other bees in hive .These specialized bees try to maximize the nectar amount stored in the hive by performing efficient division of labor and self organization [9]. It is a very simple, robust and population based stochastic optimization algorithm. The performance of ABC algorithm is compared with other algorithms such as GA and PSO [10].It consist of three components namely, employed bees, onlookers bees, scout bees. The employed bees are coupled with the food sources in the region of the hive and they transfer the data to the onlookers about the nectar quality of the food sources exploiting. Onlooker bees are looking the dance of the employed bees inside the hive to pick one food source to exploit according to the data provided by the employed bees [11]. The employed bees of an abandoned food source become a scout and seeking a new food source randomly. The number of food source denotes the location of portable solutions of the optimization problem and the nectar amount of a source denotes the quality of the solution [12].

Steps of the ABC algorithm are,

1. Randomly generate a set of solutions as initial food sources \(Z_i\), \(i = (1, 2, \ldots , N)\). Set \(E_i=\emptyset \) \(\forall i\) [12]. Where \(E_i\) is the set of food sources and assigns each employed bee to a food source. Assign each employed bee to a food source.

2. Evaluate the fitness \(f(Z_i)\) for each of the food sources.

3. Set cycle to 1

4. Repeat

5. For each employed bee

   i) Produce new solution (using neighborhood operator) \(v_i\) by using (6)

   ii) Calculate the value \(f(Z_i)\).

   iii) Apply greedy selection process.

6. Calculate the probability values \(P_i\) for the solution \(Z_i\) by using (5)

7. For each onlooker bee

   i) Select a food source (solution) \(Z_i\) depending on \(P_i\)

   ii) Produce new solution \(v_i\)

   iii) Calculate the value of \(f_i\)

   iv) Apply greedy selection process

8. If any abandoned solution is present, then replace a new solution, which will be randomly produced by (7).

9. Memorize the best solution so far.

10. Cycle=cycle+1

11. Until cycle=MCN.

The ABC algorithms an iterative algorithm and it starts by generating random solution as a food source \(Z_j\) \(1, 2, \ldots , N)\). Where \(N\) denotes the size of the population or the total number of food source and assigning each employed bee to a food source. Each solution is a D-dimensional vector. So \(j\) represents a particular dimension of a particular solution \(i=1, 2, \ldots , D\).This generation process is called as initialization process. To evaluate the best food source position, the fitness value of the generated food source is calculated using the equation.

\[
F^{vm}(j) = \max (f^v) \\
f^v = v_p \pm (w_1 f^a + w_2 f^a) \\
(1)
\]

\[
(2)
\]
Where $F^{em}(j)$ is the fitness function of the jth parameter generated for the vehicle $v_i$ and $F^i$ is the individual fitness value of the index ix. In equation (2), $v$ (p) is the frequency value of frequency path $p_j$ which is presented in the index ix and $w_{i/n}$ are the weight values of nodes and the path $p_j$ is presented between these two nodes. After finding the fitness value, the iteration is set to 1. Afterward the phase of employed bee is carried out [15].

**Employed bee phase:** In the employed bee phase, new population parameters are generated using an equation,

$$V_{ij} = z_i + \phi_j(z_i-r_k) \tag{3}$$

Where $k \in (1, 2...N)$ and $j \in (1, 2...D)$ is a randomly produced number in the range [-1, 1] and $v_{ij}$ is the new value of the jth position. Then the fitness value is computed for every new generated population parameters of food sources. From the computed fitness value of the population, best population parameter is selected. The population parameter which has the highest fitness value by applying greed selection process. After selecting the best population parameter, the probability of the selecting parameter is computed using the equation,

$$P_j = \frac{F^{em}(j)}{\sum_{i=1}^{N} F^{em}(i)} \tag{4}$$

Where, $P_j$ is the probability of the jth parameter.

**Onlooker bee phase:** In the Onlooker bee phase after computing the probability of the selected parameter, the numbers of onlooker bee are estimated. Following, generate new solutions ($v_{ij}$) for the onlooker bees from the solutions ($z_i$) based on the probability value ($p_j$) then the fitness function is calculated for the new solution. Subsequently apply the greedy selection process in order to select the best parameter.

**Scout bee phase:** In the Scout bee phase determine the abandoned parameters for the scout bees. If any abandoned parameter is present, then replace that with the new parameters discovered by scouts using the equation (4) and evaluate the fitness value. Then memorize the best parameters achieved so far. The above process is repeated until it reaches the number of iterations. Once it reaches, the best parameters are selected. Among the best parameters, some parameters contain same index values. This reputation of index values creates complexity in the future process. So, the repeated index values are taken on one occasion and the remaining repeated values are eliminated.

In Fig.3 shows the flowchart of implementation of Artificial Bee Colony algorithm for optimization for finding a vehicle optimal path. In the initialization phase, the control parameters are set, such as colony size, iteration number (bee travel time), working to onlooker bee level.

In the next phase, the map is given as an input to the vehicle with the number of locations that are to be visited by the vehicle. Then path is obtained by using nearest neighbor method. Further when the working bees are initialized, the bee optimization loop is set. Then the random node is assigned for the bee to start, then by computing the probabilities given by equation (4) the bees will work and draw the next node to obtain the path and will memorize the best solution found so far using the greedy selection strategy.

Finally the bees become scout bees and the number of working bees is updated, that is the employed bee which is exhausted becomes the scout bee again. The optimization loop is terminated when the numbers of iterations are completed and the best result is obtained. The scout bees then again start to search for the new path.

### 3.3 To Train the Vehicle Optimal Path by FFBN

For above process, the number of optimal path index values and these optimal paths are employed to determine the find the vehicle future location by FFBN. The neural network is well trained in using these optimal paths index values are selected from the vehicle best parameter in order to predict future location. The neural network consists of two input units, $N_h$ hidden units and one output unit. The structure of the FFBN is given in Fig 4.

Finally the bees become scout bees and the number of working bees is updated, that is the employed bee which is exhausted becomes the scout bee again. The optimization loop is terminated when the numbers of iterations are completed and the best result is obtained. The scout bees then again start to search for the new path.

**Fig 4. Diagram of the FFBN**

- For all the neurons, allocate weights arbitrarily except for input neurons.
- In bias function and activation function of the neural network is described below.

$$Y_{in} = \beta + \sum_{n=1}^{D} (w_{in}n1 + w_{in}n2) \tag{5}$$

$$\alpha = \frac{1}{1+e^{-\gamma \alpha}} \tag{6}$$

In bias function $n1, n2$ is the input node values of the index ix. The activation function for the output layer is given in equation (6)

- Get the learning error.

$$\gamma = \frac{1}{N_h} \sum_{h=0}^{N_h} (D_h - F_{ih}) \tag{7}$$

$\gamma$ is the FFBN network output $D_h$ – $F_{ih}$ are desired and actual outputs and the error between the nodes are transmitted back to the hidden layer and this process is called the backward pass of the back propagation algorithm.

**Error Reduction**

Weights are assigned to the hidden layer and output layers neurons by randomly chosen weights. The input layer neurons have a constant weight.

- Determine the bias function and the activation function.
- To Compute $BP_i$ error for each node and update the weights as follows:
\[ W_{h} = w_{h} + \Delta w_{h} \quad (8) \]

\[ \Delta w_{h} = \delta \cdot Yix \cdot Bp_{e} \quad (9) \]

Where \( \delta \) is the learning rate, which usually ranges from 0.2 to 0.5 and \( Bp_{e} \) is the Back Propagation error.

- Then repeat the bias function and the activation function, the BP error calculation process is continued till the BP error gets reduced ie. \( Bp_{e} < 0.1 \).

The error gets minimized to a minimum value the FFBNN is well trained in performing the moving vehicle location prediction and provides an appropriate fitness value for the respective input path values.

In order to obtain higher accuracy and efficient operation in vehicle future location prediction, the FFBNN parameters \((W_{h}, \beta)\) are optimized using ABC.

### 3.4 Optimization of FFBNN parameters by ABC

At present, to applying the ABC algorithm again for optimizing the parameters of FFBNN while training itself to get efficient prediction results. The FFBNN parameters \((W_{h}, \beta)\) are optimized using ABC. This optimization of FFBNN parameters using ABC gives higher vehicle future location prediction result and effective performance. In the test procedure, various vehicle optimal paths are given to well train FFBNN-ABC to check whether the test data will predict the vehicle’s future location exactly or not. The same procedure is followed for all vehicles to predict the future location efficiently and more accurately.

### 4. EXPERIMENTAL RESULT

The proposed technique for prediction of moving vehicle location with FFBNN-ABC is implemented in the working platform of MATLAB (version 7.12). The proposed technique is the combination of FFBNN and ABC. In order to reduce the computation complexity and get higher performance, the proposed technique accurately finds the moving vehicle’s location by finding their frequent paths. Here, all the vehicles frequent moving paths are collected and then optimal frequent paths of each vehicle are computed by Artificial Bee Colony technique and each vehicle frequent path is trained in the FFBNN and afterward in performance testing, the vehicles future location is predicted. Five vehicles frequently moving paths are composed at a certain time period, which is listed in Table 2.

**Table 2: Sample frequent paths of five vehicles**

<table>
<thead>
<tr>
<th>Vehicles</th>
<th>Optimal Frequent Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10 9 4 10 4 2 5 6 3 2</td>
</tr>
<tr>
<td>B</td>
<td>2 9 7 5 2 3 7 4 9 3</td>
</tr>
<tr>
<td>C</td>
<td>1 8 1 5 3 6 2 9 10 8</td>
</tr>
<tr>
<td>D</td>
<td>3 4 6 2 5 4 8 3 7 4</td>
</tr>
<tr>
<td>E</td>
<td>10 1 3 9 8 6 7 10 4 6</td>
</tr>
</tbody>
</table>

By using these frequent paths, the optimal frequent paths are computed and given to the FFBNN. The sample moving paths of vehicle v1 is show in the following Fig 5.
Table 4: Optimal Paths discovered by FFBNN-PSO

<table>
<thead>
<tr>
<th>Vehicles</th>
<th>Optimal Frequent Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9 4 4 6 1 2 3 2 5 10</td>
</tr>
<tr>
<td>B</td>
<td>3 9 5 10 2 9 6 4 2 8</td>
</tr>
<tr>
<td>C</td>
<td>4 5 2 1 5 10 10 7 4 2</td>
</tr>
<tr>
<td>D</td>
<td>5 6 8 3 10 3 1 6 10 6</td>
</tr>
<tr>
<td>E</td>
<td>7 2 7 9 6 8 8 5 2 4</td>
</tr>
</tbody>
</table>

Table 5: Optimal Paths discovered by FFBNN-GA

<table>
<thead>
<tr>
<th>Vehicles</th>
<th>Optimal Frequent Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10 8 1 8 1 6 3 2 5 10</td>
</tr>
<tr>
<td>B</td>
<td>3 10 8 6 3 5 6 4 2 8</td>
</tr>
<tr>
<td>C</td>
<td>4 2 2 3 6 2 10 8 4 6</td>
</tr>
<tr>
<td>D</td>
<td>2 6 9 3 2 4 1 6 10 4</td>
</tr>
<tr>
<td>E</td>
<td>7 5 7 4 5 7 8 5 8 4</td>
</tr>
</tbody>
</table>

Fig 3. The flowchart of ABC algorithm for finding a vehicle optimal path.
In addition, the vehicle prediction accuracy measures of our proposed and existing systems are given in Table 6. The vehicle prediction accuracy is calculated by utilizing the formula,

\[
\text{Accuracy} = \frac{C_{\text{path}}}{N_{\text{path}}} \cdot 100
\]

Where, \(C_{\text{path}}\) is a correctly predicted path, \(N_{\text{path}}\) is a total number of optimal paths.

Table 6: Performance of proposed moving vehicle location prediction techniques and other Optimization technique such as FFBBN-PSO, FFBBN-GA

<table>
<thead>
<tr>
<th>Vehicules</th>
<th>Proposed FFBBN-ABC</th>
<th>FFBBN-PSO</th>
<th>FFBBN-GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>80</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>V2</td>
<td>100</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>V3</td>
<td>80</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>V4</td>
<td>100</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>V5</td>
<td>100</td>
<td>60</td>
<td>40</td>
</tr>
</tbody>
</table>

The comparison result of both methods performance measures are given in the Fig 6.

Fig 6: Prediction Accuracy for Proposed and Existing Methods Using Graph.

In Tables 6 accuracy measures are given. The accuracy of the proposed technique is 98%: FFBBN-PSO; FFBBN-GA has 95% and 88% of accuracy respectively. When compared to the proposed FFBBN-ABC technique, FFBBN-PSO has 5% lesser accuracy; FFBBN-GA has 12% lower accuracy. It represents the proposed technique predict the vehicle future location more accurately than the other techniques. In Fig 4, the accuracy of the proposed technique is compared with the other techniques. By considering the graph, the accuracy of the proposed technique is significantly higher than the FFBBN-GA, FFBBN-PSO. Here all five vehicles prediction accuracy results are higher than the previously used method. The comparison results shows that the proposed FFBBN-ABC moving vehicle location prediction technique more precisely determine the moving vehicle future location than other technique.

4. CONCLUSION

In this paper, the proposed moving vehicle location prediction technique with aid of FFBBN and ABC. The proposed system was implemented and a huge set of test data were used to analyze the outcomes of the proposed system. Thus proposed system offers a significant tempo of accuracy. The proposed method more precisely predict the vehicle movement from the given test data by seeing the eminent rate of measurements. The comparison result shows that our proposed moving vehicle future prediction system based on FFBBN-ABC has given high accuracy than FFBBN-GA, FFBBN-PSO methods. Thus proposed algorithm has offered better performance in predicting the vehicle’s future location with higher accuracy. In future, this work can also be extended to prediction of vehicle co-location.
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