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  ABSTRACT  
   For years and years the search engine researchers focus their 

efforts on having more accurate and faster search engines. 

This was more than enough in the past but with the appearance 

of smart phones the idea of having everything smart became 

dominant. In this paper we tried to share the dream of having a 

domain independent search engine and not only an ordinary 

one but a smart search by voice engine which searches user 

speech automatically without the user ’s request and provide 

him with evidence on his speech,  this engine was called 

SVSE. Through the paper we will introduce the proposed 

system in details explaining each part of it and finally 

discussing the difficulties it faces. 
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Keywords 
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1. INTRODUCTION 
Spoken queries are a natural medium for searching the web in 

settings where typing on a keyboard is not practical [21]. Also 

with the users’ new expectations about the nature of the 

services through having constant access to the information and 

services of the web. Given the nature of delivery devices and 

the increased range of usage scenarios, speech technology has 

taken on new importance in accommodating user needs for 

ubiquitous mobile access any time, any place, any usage 

scenario as part of any type of activity. 

In the last decade many researchers and firms tried to 

introduce a voice search engine that handles the recognition of 

spoken search queries accurately. Since (2007) GOOG 411 [5] 

had been assisting people with obtaining phone numbers, 

Users who called a toll-free telephone numbers were asked for 

the city and state of the sought business. Users were able to 

select the destination by speaking or pressing the number that 

corresponded to the desired result. In (2010), GOOG-411 shut 

down its service. While Google did not provide an official 

reason for the shut down, many believe that Google had 

simply gathered enough voice samples for its research 

purposes  

With the advent of smart phones with large screens and data 

connectivity, Google Mobile App (GMA) for IPhone was 

released on (2008) including a search by voice feature. GMA 

search by voice extended the paradigm of multi-modal voice 

search from searching for businesses on maps to searching the 

entire World Wide Web [5][21].  

While on (2009), a multi-modal user interface called Google 

Maps Navigation with speech or text as the input, and maps 

with as the output was released in conjunction with Google 

Android OS 2.0. This version of the system exceeds its 

previous by adding voice commands, traffic reports, and street 

view support. 

In 2011 many Arabian revolutions were erupted in the Middle 

East. As a result of these revolutions search engines 

utilizations especially Google was dramatically increased. 

Through this time Google represents the outlet of the news to 

all the Arabian peoples through tabs and smart phones. It 

Became natural to find yourself in a heated debate on a social 

network as Facebook or Twitter about politics and certain 

personalities what they said or even did and you are demanded 

to provide an evidence (eg: YouTube video file or a picture) 

on your claims. 

From here the researcher sensed the need for a smart voice 

search engine system for mobile phones. This system works as 

a personal assistant that can search on Google automatically 

and did not wait for you to ask, you can think of as a genie that 

makes your speech become articles and video. 

The proposed system needed first to recognize your voice 

using speaker and speech recognition techniques, and then 

starts to search for you recognized queries through Google 

search. That will be described in details in section 4 but first 

we will discuss the concepts of speaker and speech recognition 

in next sections. 

This paper is organized as follows: Section 2 introduces the 

concept of speaker recognition in details. While, section 3 

discusses the concept of automatic speech recognition, a 

detailed description of our proposed model SVSE was 

introduced in section 4. Finally, Section 5 outlines our 

conclusions and suggested future work. 

2. SPEAKER RECOGNITION 
Speaker recognition has generally been viewed as a problem 

of verifying or recognizing a particular speaker in a segment 

of speech spoken by a single speaker [11][13][16]. But for 

some applications of interest the problem is to verify or 

recognize particular speakers in a segment of speech in which 

multiple speakers are present [1][2][6]. Automatic systems 

need to be able to segment the speech among the speakers 

present and/or to determine whether speech by a particular 

speaker is present and where in the segment this speech 

occurs. 

Speaker recognition process encompasses three terms 

identification, verification and diarization. In automatic 

speaker identification (Figure 1), there is no priori identity 

claim, the system decides who the person is, or the person is 

known or unknown [2][12].  

 

 

http://www.fci-cu.edu.eg/
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Fig.1.  Speaker Identification System.  [12] 

While automatic speaker verification (Figure 2) involves the 

use of a machine to verify a person’s claimed identity from his 

voice [6,7,12]. This task is also known as voice verification or 

authentication, talker verification or authentication, and 

speaker detection.  

 

 
 

Fig.2.  Speaker Verification System. [12] 

 

Finally Speaker diarization techniques [19] are used in 

multiple-speaker scenarios where speech from the desired 

speaker is intermixed with other speakers. In this case, it is 

desired to segregate the speech into segments from the 

individuals before the recognition process commences. So the 

goal of this task is to divide the input audio into homogeneous 

segments and then label them via speaker identity. 

According to the constraints placed on the speech used to train 

and test the system, automatic speaker recognition can be 

further classified into text-dependent where the recognition 

system knows the text spoken by the person, either fixed 

passwords or prompted phrases [6][7]. Or it may be a text-

independent recognition in which the recognition system does 

not know text spoken by person. 

Running a speaker recognition system typically involves two 

phases. In the first phase, a user enrolls by providing voice 

samples to the system. The system extracts speaker-specific 

information from the voice samples to build a voice model of 

the enrolling speaker [6][7]. In the second phase, a user 

provides a voice sample that is used by the system to measure 

the similarity of the user’s voice to the models of the 

previously enrolled user and, subsequently, to make a 

decision.  

For speaker recognition, features that exhibit high speaker 

discrimination power many forms of pattern matching and 

corresponding models are possible. Pattern-matching methods 

include Nearest-neighbors models, dynamic time warping 

(DTW) [15], Gaussian mixture models (GMM) [7], the hidden 

Markov model (HMM)[14], artificial neural networks, and 

vector quantization (VQ)[18]. Template models are used in 

DTW, statistical models are used in HMM, and codebook 

models are used in VQ. 

3. AUTOMATIC SPEECH 

RECOGNITION 
 

 The problem of automatic speech recognition (ASR) has been 

approached progressively; from a simple machine that 

responds to a small set of sounds to a sophisticated system that 

responds to fluently spoken natural language [13] and takes 

into account the varying statistics of the language where the 

vocalizations vary in terms of accent, pronunciation, 

articulation, roughness, nasality, pitch, volume, and speed. 

And the speech is distorted by a background noise and echoes, 

electrical characteristics [3][9][10]. All of this affects the 

accuracy of speech recognition (Figure 3) in addition to the 

following: 

 Vocabulary size and confusability 

 Speaker dependence vs. independence 

 Isolated, discontinuous, or continuous speech 

 Task and language constraints 

 Read vs. spontaneous speech 

 Adverse conditions 

Fig. 3. Speech Recognizer [20] 
 

 

Many machine learning algorithms can lead to significant 

advances in ASR. The biggest single advance occurred with 

the introduction of the expectation-maximization (EM) 

algorithm for training HMMs [8] . With the EM algorithm, it 

became possible to develop speech recognition systems for 

real-world tasks using the richness of GMMs to represent the 

relationship between HMM states and the acoustic input. In 

these systems the acoustic input is typically represented by 

concatenating Mel-frequency cepstral coefficients (MFCCs) 

[11][17]  or perceptual linear predictive coefficients (PLPs) 

computed from the raw waveform and their first- and second-

order temporal differences.  

This non-adaptive but highly engineered preprocessing of the 

waveform is designed to discard the large amount of 
information in waveforms that is considered to be irrelevant 

for discrimination and to express the remaining information in 

a form that facilitates discrimination with GMM-HMMs. 

Google was one of the pioneers in speech recognition using it 

to design one of the first search by Voice engine to work in 

parallel with its text search engine. The goal of the Google 

search by Voice was to recognize any spoken search query and 

to handle anything that Google Search can handle. This makes 

it a considerably more challenging recognition problem, 

because the vocabulary and complexity of the queries will be 

so large. 
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In this study we will introduce a model we termed as smart 

voice search engine (SVSE). The SVSE system will 

automatically recognize your voice and on behalf of you will 

analyze your speech and search for articles and video files 

supporting your point of view. That, what we will try to 

explain in the next section, clarifying the system major parts.  
 

4. SMART VOICE SEARCH ENGINE 

MODEL (SVSE) 
As usual if you want to search on the internet you just need to 

open one of the popular search engines as GOOGLE or 

YAHOO and type your query in the search box and press enter 

and you will find what you want in your hands. Even if you 

are bored of writing or have a problem with your keyboard or 

mobile touch screen you can search by your voice through 

GOOGLE search by voice.  
 

Fig.4. Smart Voice Search Engine. 
 

This can be helpful if you are quietly sitting in your office 

room and know what you need but what you will do if you are 

in the middle of a heated debate. As mentioned before the 
raging events that affect the Middle East based on the 

revolutions in many Arabian countries can simply hurl you in 

the middle of a conversation on your opinion of what is 

happening. In that time especially you will mightily need 

proof on your opinion. These proofs may involve YOUTUBE 

videos, pictures, articles and so on.  
 

From this the idea of a smart voice search engine (SVSE)  

arises to simply help you find the answer to your query even if 

you did not ask. The SVSE (Figure 4) is a system that works 

automatically on your speech especially if you are in a 

conversation. The system captures your speech through the 

mobile or the laptop microphone and analyzed it as shown in 

Figure (3) which represents a basic block diagram of the 

proposed SVSE. 

 

 

 

The proposed model simply involves three main phases   

 The Speaker recognition  phase  

 The automatic Speech Recognition  

  The search engine  

4.1 The Speaker Recognition Phase  
As mentioned before the speaker recognition process involves: 

1. In this step the user through the installation of the system 

record samples of his speech on the system to help the 

system verify his voice later. 

2. Then the system starts to extract the acoustics features of 

the user from the samples and build a model for the 

speaker using Standard mel-frequency cepstral 

coefficient (MFCC) features with Gaussian mixture 

model (GMM) recognizer are used for speaker 

identification  
 

P(𝑥 │λj)=  𝑔𝑁(𝑥     𝑀
𝑖=1 ; 𝜇 I ; 𝑖)      (1) 

where gi are the mixture weights satisfying   𝑔𝑀
𝑖=1 i=1. 

The N(𝑥 ; 𝜇 I ; 𝑖) are the individual component densities, 

which for a D-variate Gaussian function are of the form:   
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1
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After initializing the system, it will monitor you and as 

well as you starts a debates with someone that lasts more 

than 5 minutes the diariazation step is initialized.  

3. Through the diariazation step the system uses the 

initialized speaker model in step 2 to help in assigning the 

corresponding frames [4] for each speaker with the help 

of a Hidden Markov Model. These identified frames 

present the input of the next phase. 

4.2 The Automatic Speech recognition 

phase  
Through this phase the identified speech frames represent the 

input of the automatic speech recognition engine which is 

based on HMM. These frames is analyzed and compared to 

the acoustic models[3,11] to reach the set of recognized word 

sequences, where w1: L = w1,...,wL which is most likely to 

have generated Y( where Y represent sequence of fixed size 

acoustic vectors Y 1:T= y1, . . . ,yT ) 

𝑤 = argw max {P(w|Y )}. (3) 

However, since P(w|Y ) is difficult to model directly, Bayes’ 

Rule is used to transform (3) into the equivalent problem of 

finding: 

 

𝑤 = argw max{p(Y |w)P(w)}. (4) 

The likelihood p(Y |w) is determined by an acoustic model 

and the prior P(w) is determined by a language model.  

4.3 Search Engine phase  
In this phase the recognized word sequence w1: L = w1,...,wL 

will be searched for on Google search and the search results 

will be checked to find out if they match the user profile or 

not. If they did not match an alternative word sequence will be 

check and so on to find the right one then the system will peep 

to inform the user of the results.  
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4.4 System Implementation and Discussion 
As mentioned before the MFCC features with GMM were 

used in building the speaker model while the HMM was used 

through the rest of the system. The acoustic models were taken 

from the VoxForge1 Acoustic Models. A prototype was build 

using Java programming language through the Android 

Software Development Kit. 

The system performance was evaluated based on the similarity 

of the search results and the user preferences recorded in its 

profile using the Nearest-neighbor algorithm. These evaluation 

results were presented in Table 1 involves two cases the first 

at 10 minutes and the second at 20 minutes. Each case was 

evaluated depending on the gender and number of the debate 

participants.  

Table I: SVSE Accuracy results depending on debaters’ 

gender and numbers and debate duration 

Duration 

(min) 

# of 

speakers 

Speakers 

genders 

recognition 
accuracy  based 

on user profile 

≤10 

2 

males 65% 

females 62.17% 

mixed 71.89% 

3 

males 62.48% 

females 61.32% 

mixed 69.53% 

4 

males 57.01% 

females 52.97% 

mixed 67.54% 

5 

males 55.89% 

females 51.08% 

mixed 65.82% 

>10 

2 

males 69% 

females 67.55% 

mixed 74.01% 

3 

males 65.25% 

females 64.32% 

mixed 72.53% 

4 

males 61.92% 

females 57.4% 

mixed 70.81% 

5 

males 60.01% 

females 55.22% 

mixed 69.55% 
   

 

 

The results in Table 1 indicate that the system achieves 

accepted accuracy up to 74% if the debate duration exceeds 10 

minutes and the debate participants were males and females 

while, the minimum accuracy was achieved during a debate 

between 5 females.  

From Table 1 we can also notice that the system accuracy for 

mixed genders is higher than for same sex, but only a little 

higher this is perhaps due to the easier association of speech 

frames with speakers when the genders differ. Also the speech 

diarization for female speakers is apparently more difficult 

than males. Finally as the debate lasts longer the system 

accuracy gets higher as the system is well trained through 

time. 

 

The low performance of the system is also due to the effect of 

noisy environment especially that the model is text 

independent which is considered a real problem in the way of 

the recognition process but we hope to solve this problem 

soon.  

Finally the system performance demonstrated an accepted 

evaluation results comparing to other search by voice engines 

as in GOOGLE.  For example Figure (5) illustrates that the 

average percentage of users Queries about news using 

GOOGLE in the fourth week of January 2014 approached 4% 

while in SVSE was about 95% which is justified according to 

system users as the SVSE Unasked analyzed their most 

interested and talked about topics and not as in google you 

need to have a clear mind to select your query spoken words 

and to have the will to open google on you smart phone and 

search.   
  

 

Fig.5. Users’ News Queries Percentages in January 2014 

 

 

Fig.6. The Most Common Search Queries in February 

2014 

Figure (6) demonstrated that the most common search on 

Google was about the Swine Flu while in SVSE was Saint 

Kathrin accident as SVSE is concerned about being as a 

personal assistant that can support you during you debate with 

your colleges or friends or even in your own thoughts. using 

SVSE you don’t need to open your phone and run an 

application the speak to a microphone  you need just to talk 

and it will do all the work.  

5. CONCLUSIONS 
For decades web and mobile user used to type a text and press 

a button to find what they need or even speak after pressing a 

microphone button. This was really a very good way in the 

past but with the severe changes in the folk and the lack of 

time this will not be a useful way. So through this paper the 

researcher tried to introduce a proposed model of a smart 

voice search engine called (SVSE) that automatically capture 

your voice and recognize your speech if you are alone or in a 

party and search for it even if you did not ask. You can 

thought of it as your voluntarily search assistant. A prototype 

of the system was build and achieved an accepted accuracy up 

to 74% but it still need more training and testing.  
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1 http://www.voxforge.org 
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In the future, the researcher plan to pursue several future 

researches   on the speech diariazation especially in a multi-

model speaker.  
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