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ABSTRACT 

Today, in many applications of Machine vision, image Super-

Resolution is preferred. Super-Resolution is estimation of a 

high-resolution image from an image or several low resolution 

images. Popular techniques in the field of enhancing images 

can be used to remove noise or blurring. In this paper, an 

overview of super resolution methods has been presented. 
Types of resolution methods have been used so far can be 

divided into three groups as frequency-domain methods, 

spatial domain methods and techniques can be classified as 

the wavelet domain. Super-resolution methods in different 

domains have different characteristics and comparison 

between these methods is usually done using a special index 

in one domain. In this paper, we will introduce these indexes 

and review best techniques used in all three domains. 

Keywords  

super-resolution; noise elimination; blurring;  frequency-

domain;  spatial domain; wavelet domain. 

1. INTRODUCTION  
Super-resolution is a process in which a high-resolution image 

from one or more low-resolution image is produced. In the 

imaging process, it is possible to image detail or high 

frequency components lost for several reasons, including the 

low number of camera sensory cells, ambient light from 

different elements, camera movement and not adjust the 

camera's focal point. The super-resolution is an attempt to 

retrieve image details that are lost. In other words, super-

resolution predicts or interpolates lost data from available 

evidences and minimizes the image’s blurring and aliasing. 

Super-resolution methods are used in many machine vision 

and image processing applications. Today, advances in 

computers with higher accuracy and processing power, has 

caused more attention to be software based super-resolution 

methods. super-resolution is used in monitoring systems such 

as the identification and recognition of license plates [1],  face 

recognition [2], automatic target recognition [3] and [4], 

remote sensing [5], medical image processing such as CT and 

MRI [6] and [7], converting video to different standards (for 

example, converting NTSC to HDTV), image enhancing [8], 

processing of satellite images [9], astronomical image 

processing [10], microscopic image processing [11] and 

image mosaicking [12]. 

 

 

2. SUPER-RESOLUTION METHODS 
Super-resolution techniques in terms of the nature are divided 

into linear and nonlinear methods, methods based on 

repeatable techniques (recursive) methods and single-frame or 

multi-frame methods. Super-resolution techniques are also 

classified according to the used domain which is the spatial 

domain, frequency-domain and wavelet domain. In this paper, 

we will investigate methods of super-resolution in these three 

domains. 

3. FREQUENCY DOMAIN METHODS 
In this section, a review of the various super-resolution 

methods in the frequency-domain is presented. Super-

resolution methods in the frequency-domain are related to the 

common feature of Fourier transforms particularly sampling 

theory and transport properties. Because these characteristics 

are completely known, frequency-domain perspectives are 

very easily understandable. Frequency-domain methods have 

advantages such as simplicity and low computational 

complexity, and they can be implemented in parallel. One 

major flaw in frequency-domain techniques is consideration a 

model based on the features that each transitional motion in 

the spatial domain has a dual feature in Fourier domain and it 

is equal to phase shift. However, any spatial variation in the 

spatial domain hasn’t any duality in the Fourier domain and 

cannot be introduced in the considered model. 

If a scene is represented by ),( yxf , the global translations 

produce R  shifted images which can be expressed as 

),(),( rrr yyxxfyxf   and  Rr ,...,2,1 . The 

continuous Fourier transform of the scene is represented by 

),( vuF  and those of translated images are represented by 

),( vuFr . Using shifting properties of continuous Fourier 

transform, continuous Fourier transform of the transmitted 

images can be written as follows. 

),(),(
),(2

vuFevuF
vyuxj

r
rr 




                (1) 

The shifted images are impulse sampled with the sampling 

period xT and yT to obtain low resolution images  

],(],[ ryrxr ynTxmTfnmy   with 

1,...,2,1,0  Mm  and 1,...,2,1,0  Nn . The discrete 

Fourier transforms (DFTs) of these low-resolution images 

denotes by Уr ],[ lk . The CFTs of the shifted images are 
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related with their DFTs by the aliasing property:                                   

Уr ],[ lk  






















p q

s
y

s
x

r yx
qf

NT
pf

MT

k
F

1
,      (2) 

which xs Tf
x

/1  and ys Tf
y

/1  are equal to the 

sampling rate in the axial directions and )/(1 yxTT . 

Assuming ),( yxF  is band-limited, Eqn. (2) can be written as 

a matrix equation that expresses aliasing. 

ΦFY                                        (3) 

Where Y  is the column vector matrix including the DFTs of 

R  shifted images, F  is the 1nm column vector 

containing the samples of the unknown CFT coefficients of 

original image, Φ  is a matrix relating Y  and F . Eqn. (3) 

defines a set of linear equations from which we intend to 

solve F  and then use the inverse DFT to obtain the 

reconstructed image. In the super-resolution, discrete Fourier 

coefficients of R  observed images must be obtained and then 

Φ  must be estimated. Finally, using the Eqn. (3) the F  is 

obtained and with applying inverse DFT, the high-resolution 

image will be reconstructed. According to the brief 

description presented above, the different types of frequency-

domain methods for image super-resolution are discussed in 

the next section. 

3.1 Restoration Via Alias Removal 
First spatial image reconstruction using frequency-domain is 

presented by Tsai and Huang [13]. In this method, as 

mentioned earlier, ΦFY  relation is obtained then Φ  is 

estimated and by using the inverse Fourier transform, the high 

resolution image is obtained. Although the computationally 

attractive and simple method is introduced, it has many 

disadvantages. Assuming ideal sampling ignoring the effect of 

the imaging sensor and ignoring the effect of noise in the 

image is the most important of them, because the proposed 

method only considered the motion transition between 

images. 

In [14] a method based on the model introduced by Tsai and 

Huang introduced. The Taylor series expansion is used to 

calculate the transition variables. This method has fewer 

computations than the Tsai and Huang frequency-domain 

method. In [15] the main approach problem expressed and a 

method based on frequency-domain was introduced in [16] is 

also extended. In this way blurring impact and noise is also 

considered. By using the least squares sense criterion and 

similar to Tsai and Huang method, a high resolution is 

reconstructed. 

3.2 Recursive Least Squares (RLS) 
In this approach ΦFY   is solved based on the recursive 

least squares error equations and using of a recursive method. 

In these methods, blurring and noise are considered. A 

solution based on recursive least squares method of 

determining the F  with regard to noise, is minimizing Eqn. 

(4) [17-19]. 

)(
2

 YΦF                                 (4) 

where (.) is regularization functional. In [18, 19], the 

relation is considered as Eqn. (5), where c  is an approximate 

solution to the equation (not yet known). 

2
)( cFF                                  (5) 

 Replacement regularization function in equation (4) and 

minimizing it the Eqn. (6) is obtained.  

)()(ˆ 1
cΦIΦΦ    YF TT

              (6) 

This equation is solved with a recursive relationship and 

without inversing matrixes. Initial value of the variable c  is 

set to zero, then at each step, put c  amount equal to the result 

of the previous step. One disadvantage of this method is the 

use of an estimate for the unknown c  that does not guarantees 

the convergence and the stability of the recursive solution. 

3.3  Recursive Total Least Squares (RTLS) 
In [20] to provide a robust method for solving ΦFY   

the Recursive Total Least Squares method was used, where in 

addition to the noise, an error in Φ  is also considered. The 

model used in this method is presented in Eqn. (7). 

NE]F[ΦY                                (7) 

where E  is the produced error in the Φ  due to errors in the 

motion estimation and N denotes the noise that is proportional 

to the application. In this method F is obtained based on the 

recursive method, Eqn. (7) and minimizing equation. 

E][N .   .  is the Frobenius norm and defined as square 

root of the sum of the squares of the absolute values of all 

elements of the matrix. In [20] the Recursive Total Least 

Squares is used for image reconstruction and [21] 

theoretically analyzed the performance of this method.  

3.4 Multichannel Sampling Theorem 

Methods 
In [22] a method based on multi-channel sampling theorem is 

introduced. However, this method is implemented in the 

spatial domain, but fundamentally, this method is a method in 

the frequency-domain, because transmission characteristics of 

the Fourier transform of the original image is used to model 

the translation. In this method, the band-limited function is 

passed through the number of ”mutually independent” linear 

channels, the outputs of which are under-sampled at the rate 

below the Nyquist rate to produce  discrete signals by a 

number equal to the number of channels. Using the theory of 

multichannel sampling the original signal can be fully 

reconstructed from these discrete signals. In this method, 

discrete signals that are actually sampled signals from the 

original signal are passed through R  linear filters and then 

summing the resulting outputs and interpolating produced 

signals, the original signal can be reconstructed. Consider a 

function )(xf  which is band-limited to    and is 

passed through R  linear channels, the outputs of which are 

sampled at the rate R/2  ((under-sampled at R/1  of the 

Nyquist rate) to produce R   discrete signals  )(mTyr , 

2/RT  , m , },...2,1{ Rr . In Multichannel 

Sampling Theorem, produced )(mTyr  signals are passed 

throw R  linear filters with impulse functions (.)rh  and the 

total output of these filters is obtained according to Eqn. (8). 

  
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
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where )(ˆ xf  is a sampled version of )(xf  meeting the 

Nyquist criterion and which may be interpolated to recover 

)(xf  exactly. 

Further details of the methods in the frequency-domain are 

given in [23]. 

 

4. Spatial Domain Super-Resolution 

Methods 
Effects of optical blur and system degradations, motion 

blurring, spatial variation of sensor point spread function, 

effects of non-ideal sampling, compression artifacts and more 

can be modeled in spatial domain super-resolution to image 

reconstruction.  

Suppose that the original image is estimated from several low 

resolution images. If the low-resolution images be shown by 

},..,2,1{, Rrr y , ry  and F  (original image) are related as 

FHy rr  . The matrix rH  which must be estimated, 

incorporates motion compensation, degradation effects and 

subsampling. The observation equation may be generalized to 

NFHY   where 
TT

R
T ]..[ 1 yyY   and 

TT
R

T ]..[ 1 HHH   with N  representing observation noise. 

4.1 Iterated Back Projection (IBP) 
In the paper [24] the application of this method has been 

shown in image reconstruction. With estimated high 

resolution image F̂  and the imaging model H , it is possible 

to finding the corresponding low-resolution images Ŷ  as 

F̂ˆ HY  . Iterated backprojection (IBP) procedures update 

the estimate of the SR reconstruction by backprojecting the 

error between the images 
)(ˆ j

Y  obtained in the j-th iteration 

from  model H , and the observed LR images Y  . Indeed in 

each iteration, based on the error values are added to the 

estimated image ( F̂ ) pixels until the error reaches the desired 

value. Eqn. (9) is used for this method. 

)ˆ(ˆ

)ˆ(ˆˆ

)()(

)()()1(

jBPj

jBPjj

FHYHF

YYHFF





                       (9) 

Typically 
BP

H  approximates 
1

H . Eqn. (9) is repeated 

until some error criteria that are determined based on 
)(ˆ j

Y  

and Y  is minimized. Unfortunately the SR reconstruction is 

not unique since SR is an ill-posed inverse problem. 

4.2 Statistical Approaches 
In this method, the HR image and motions among low-

resolution inputs are considered as a stochastic variable. 

Suppose that in the ),( hvM  (Matrix in which the effects of 

motion and blurring in the LR image are considered and is 

known as the degradation matrix.) v , and h denote the motion 

vector and blurring kernel respectively. Super resolution in 

the Bayesian framework is expressed as follows. 

dvhvMPPhvMP rr

hv

r )),(()()),(,(maxarg

,

FFYF
F
  (10) 

Here )),(,( hvMPr FY  is the data likelihood, )(FrP  is the 

prior term on the desired high-resolution image, )),(( hvMPr  

is a prior term on the motion estimation and 

)}()(:|{:)(maxarg xfyfyxxf
x

       . Above equation 

is complicated and difficult to evaluate due to the integration 

over motion estimates. If ),( hvM  is given or estimated 

beforehand (denote as M ), Eqn. 10 can be simplified as 

)}({minarg

)(),(maxarg

2
FFMY

FFYF

F

F

A

PMP rr





                           (11) 

where )}()(:|{:)(minarg yfxfyxxf
x

       , )(FA  is 

a non-negative potential function and   absorbs the variance 

of the noise. Eqn.11 is the popular  Maximum a Posteriori 

(MAP) formulation for SR, where M is assumed to be 

known. The following is an overview of the types of statistical 

approaches. 

4.2.1 Maximum Likelihood (ML) 
If we assume uniform prior over F , Eqn. 11 reduces to the 

simplest maximum likelihood (ML) estimator (motion 

estimation is assumed as a prior). In this method by 

minimizing )( FYrp , the desired image is estimated as 

follows. 

}{minargˆ 2
FMYF

F
                        (12) 

Several methods have been proposed to solve this equation. 

Derivative of this equation with respect to F  and putting it 

equal to zero, the following recursive equation is obtained 

that has several solutions. 

YMMM TT 1)(ˆ F                              (13) 

Irani and Peleg have developed a simple but very popular 

method based on an error back-projection scheme to solve this 

equation [25.26]. In this algorithm iteratively the current 

estimate is updated by adding back the warped simulation 

error convolved with a back-projection function. In [27] 

proposed a maximum likelihood SR image estimation 

algorithm to estimate the subpixel shifts, noise of the image, 

and the HR image simultaneously. The proposed maximum 

likelihood estimation is treated by the Expectation-

Maximization (EM) algorithm. The maximum likelihood is 

very sensitive to noise and registration errors. 

4.2.2 Maximum A Posteriori 
Several methods based on the maximum a posteriori in 

various works [9, 14, 28] have been considered where the 

techniques vary in the observation model assumptions and the 

prior term )(Frp  for the desired solution. Gaussian Markov 

Random Field (GMRF) [29], Huber MRF (HMRF) [28], Total 

Variation (TV) [30] are different kinds of priors have been 

proposed in the literature. The following equation is used in 

the Markov random field approach. 

FQF)FA(
T                                (14) 

In this equation Q  is a symmetric positive matrix and usually 

defined as T
and   is similar to first or second derivative 

operator that acts on the image F . In this case, Maximum a 

Posteriori is expressed as follows. 
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2
F   ∝  )(log FP                        (15) 

This relationship is known as Tikhonov regularization [31]. 

Usually   is referred to as Tikhonov matrix. 

4.2.3 Joint MAP Restoration 
Resolution can be classified into two problems that are the 

low-resolution images registration and estimation of the high-

resolution image. In many of the techniques mentioned in the 

previous sections, two processes are considered as two 

distinct processes, but in the Joint MAP Restoration, motion 

estimation and image restoration benefits each other and 

combining together. In this method, Eqn. (10) is extended to 

considering motion estimation. 

))],((log[)](log[

))],(,(log[minarg},,{
,,

hvMPP

hvMPhv

rr

r
hv





F

FYF
F              (16) 

In [27] three-stage image SR is divided into three stages 

namely registration, restoration and image interpolation. 

Registration and restoration estimated simultaneously by 

using maximum likelihood (ML) and the expectation 

maximization (EM). Later, the same authors included 

interpolation into the framework and estimated all of the 

unknowns using EM in [32]. In [33] a Joint MAP Restoration 

based method is introduced that simultaneously estimates HR 

image restoration and transmission parameters using an 

optimization process. 

4.2.4 Bayesian Methods 
In [23] the Bayes theorem was introduced as synonymous and 

exactly the same to popular Maximum a Posteriori. However, 

this method is similar to the Maximum a Posteriori and joint 

MAP methods, can simultaneously obtain the registration 

parameters and estimate the high-resolution images, but has 

some differences. Joint MAP estimation of motion parameters 

and HR image may face the problem of overfitting [34]. . In 

[34] a method based on Bayes theory is presented in which 

the integration of high-resolution image and the marginal is 

used to estimate motion parameters. Determine the parameters 

with higher precision and higher quality image reconstruction 

are the listed advantages of this method. To make the 

integration tractable, image priors or registration parameters 

have to take simple parametric forms, limiting these models in 

dealing with more complex cases. Computing in realistic 

applications may also cause problems. 

4.3 Example-Based Approaches 
In the previous methods, the numbers of frames are used for 

image reconstruction and super-resolution that these frames 

contain complementary spatial information. But in many 

cases, there is only a single low resolution image and use of 

these methods for image reconstruction is not effective. 

Today, new example based methods are introduced in which 

to overcome the shortcomings of the measurement and 

imaging, many examples are used. Unlike previous 

approaches that use a rule to specify parameters from the 

whole image, these methods estimate the desired image by 

sampling from other images in a local way [35], [36]. In [37] 

an example based method is introduced in which the examples 

were directly used for image reconstruction. In this method, 

two sets of training patches sampled from the high-resolution 

and low-resolution images are used for image super-

resolution. 

4.4 Set Theoretic Reconstruction Methods 

4.4.1 Projection On to Convex Sets (POCS) 
Techniques based on the projection on to convex sets are the 

eminent group of Super-resolution methods. Projection onto 

convex sets using an iterative procedure and for any given 

point within the vector space, a point identified, which 

satisfies all the convex constraint sets. These methods have 

many advantages, including simplicity, flexible spatial 

domain observation model (For example, the complexity of 

the motion and observation model does not significantly affect 

the POCS solution procedure), powerful inclusion of a priori 

information and any kinds of constraints. However, heavy 

computation and slow convergence are the two renowned 

defects of the POCS methods. In this approach, the solution is 

not unique and depending on the initial guess. In [15] and [38] 

POCS based solutions are proposed to super-resolution image 

reconstruction problems. 

4.4.2 Bounding Ellipsoid Method 
In [39] a variant of the POCS based formulation has been 

investigated. In this method, an ellipsoid is used to bound the 

constraint sets. The centroid of this ellipsoid is taken as the 

super-resolution estimate. Since direct computation of this 

point is infeasible, an iterative procedure is used. 

4.5 Optimal and Adaptive Filtering 
The optimal adaptive filters have been used in several super-

resolution image reconstruction studies. One of the main 

disadvantages of these methods is their limitations in 

considering the priori constraints as compared with POCS or 

Bayesian methods. In [40] the adaptive filter is used for image 

super resolution. Non-linear a-priori constraints are not 

included in these methods. 

4.6 Neural Network Based Methods  
In [41] a multi-layer perceptron neural network with 

probabilistic neural network (MLP-PNN) is used for image 

super-resolution. Hybrid MLP-PNN neural architecture is 

shown in Fig.1. This method has two steps. In the first step, 

scattered-point interpolation is carried out on projected 

sequence data using neural network architecture. Neural 

network learning procedure is performed with examples 

optimum distance-to-weight interpolation functions at several 

input sequence noise levels. Restoring the combined 

degradations due to low-resolution optics and detector blurs, 

as well as residual degradations due to the interpolation 

procedure on the interpolated image is performed in the 

second step. In this approach a near real-time implementation 

can be realized due to the simplicity of the method. The use of 

optimum coefficients for both steps to the process enables to 

obtain results of quality equal or better than classical MAP 

super-resolution methods [41]. 

4.7 Interpolation Based Methods 
Interpolation based methods use several low resolution 

images and with a behavior like a reverse downsampller 

produce a higher resolution image. These techniques attempt 

to reconstruct a HR image from an irregular set of LR samples 

and usually consist of the following three stages: (i) the 

registration stage, (ii) the interpolation stage for producing a 

higher-resolution image, and (iii) the deblurring stage for 

enhancing the reconstructed high-resolution image produced 

in the step (ii).  
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Fig  1. Block diagram of neural network that is used in 

[41]. 

 

Fig  2. Image registration before super-resolution [43]. 

 

Note that the single image interpolation algorithm cannot 

handle the SR problem well, since it is inherently limited by 

the amount of data available in the image and cannot produce 

those high-frequency components that were lost during the 

image acquisition process. Different types of interpolation 

methods for increasing image resolution used in literature, in 

this section some of the most important of them is outlined. 

4.7.1 Interpolation of NonUniformly Spaced 

Samples 
Registering a set of LR images using motion compensation 

produces in a single, dense composite image of nonuniformly 

spaced samples as shown in Fig. 2. High resolution image is 

produced with using techniques for reconstruction from non-

uniformly spaced samples. Iterative reconstruction techniques, 

based on the Landweber iteration, have been applied [42]. 

These are very simple interpolation methods and there are 

incapable of reconstructing significantly more frequency 

content than is present in a single LR frame. 

4.7.2 Nearest Neighbor Interpolation 
Nearest neighbor interpolation is the simplest method for 

image interpolation. For each point on the HR grid, the closest 

known LR pixel is selected and the value of that pixel is 

simply used as the value at the grid point. This method, 

therefore, implicitly assumes a piece-wise constant model for 

the image. It is the fastest of all interpolation methods as it 

considers only a single pixel – that closest to the grid point 

being interpolated [44]. 

Near optimal non-uniform nearest neighbor interpolation and 

an efficient interpolation scheme based on weighted nearest 

neighbors, followed by wiener filtering for deblurring are 

presented in [44] and [45] respectively. 

4.7.3 Other Interpolation Methods 
Other interpolation methods include: Inverse distance 

weighting, Spline interpolation, bicubic Interpolation and 

bilinear interpolation. Inverse distance weighting and Spline 

interpolation methods are described in [46]. An advanced 

bilinear image interpolation is proposed in [47] and bicubic 

and some other interpolation methods are explained in [16].  

4.8 Hybrid methods 
These methods typically used to reduce the disadvantages of 

each method and also enhance them. In this way the methods 

mentioned above are used in combination. Combining 

techniques such as ML, MAP and POCS are some examples 

of these methods [9, 40, 48]. In the papers presented in recent 

years, the combination of spatial domain methods, neural 

network based methods and other methods with wavelet based 

methods are used. 

5. WAVELET DOMAIN METHODS 
Wavelet domain methods can include Regularity Preserving 

Interpolation, New Edge Direction Interpolation (NEDI), 

Wavelet domain Zero Padding and Cycle Spinning (WZP-

CS), Dual Tree Complex Wavelet Transform (DT-CWT), 

Interpolation of wavelet domain high frequency subband and 

the spatial domain, Discrete Wavelet Transform (DWT) and 

Stationary Wavelet Transform (SWT)). These methods are 

described and compared with each other in [49]. Other 

methods based on wavelet domain individually or in 

combination with other methods are proposed in literature. 

For example, in [50] DASR and bicubic interpolation method 

are used in parallel. 

6. OTHER SUPER-RESOLUTION AND 

DEBLURRING METHODS 
Other image super-resolution and deblurring methods are 

introduced in the literature. Nonnegative and Support 

Constraints Recursive Inverse Filtering (NAS_RIF), Iterative 

Blind Deconvolution (IDB) and Richardson Lucy are 

explained in [51]. In [52] some other methods like Poisson 

MAP, Wiener filter, Van-Cittert, Richardson Lucy, Scale 

space and some of the methods previously mentioned, such as 

Landweber, Tichonove Miller, Total variation and 

Expectation-Maximization Maximum Likelihood Estimator 

(EM-MLE) are discussed. Readers can get more details about 

these methods refer to the references cited.  

7. INDEXES USED TO COMPARE SR 

METHODS  
Because the various super-resolution methods are too high, it 

is not possible to compare these methods with each other with 

unique index and same condition. Usually the methods are 

compared to each domain or each group. For example, in [49] 

some wavelet domain methods and some interpolation 

methods are investigated and compared with Peak signal-to-

noise ratio (PNSR) index. Root Mean Square Error (RMSR) 

and entropy are other indexes that used in literature. However, 

due to the great variety of methods, the comparison with these 

indexes is avoided. Usually the references that have been 

introduced in each category, two or more methods have been 

compared using these or other indexes. 
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8. CONCLUSION 
In the literature, several image super-resolution methods have 

been introduced, which shows the importance of these 

methods in many applications. However, many methods have 

been introduced for image super-resolution still there are 

ongoing researches in this field and every day new articles are 

published on this subject which is indicates of its importance. 

So in this paper image super-resolution methods are classified 

and were introduced to an overview of them has been 

provided. 

In this paper Super-resolution methods were examined for the 

frequency, spatial and wavelet domains and various methods 

have been introduced in each domain were studied and the 

characteristics of these methods were identified. Some type of 

indexes that are used to compare methods were introduced, 

but because comparison usually occurs between the methods 

in each domain or specific category was avoided. 
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