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ABSTRACT

In this paper we introduce various types of subsystem, strong
subsystem in bipolar fuzzy finite state machines. We study some
equivalent conditions on subsystem.
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1. INTRODUCTION

The theory of fuzzy set was introduced by L.A. Zadeh in 1965
[9]. The mathematical formulation of a fuzzy automaton was first
proposed by W.G. Wee in 1967 [§]. E.S. Santos 1968 [7] proposed
fuzzy automata as a model of pattern recognition.

J. N. Mordeson and D.S. Malik gave a detailed account of fuzzy
automata and languages in their book 2002 [6]. Fuzzy sets are
kind of useful mathematical structure to represent a collection of
objects whose boundary is vague. There are several kinds of fuzzy
set extensions in the fuzzy set theory, for example, intuitionstic
fuzzy sets, interval-valued fuzzy sets etc. Bipolar-valued fuzzy sets,
which are introduced by Lee [4} 5], are an extension of fuzzy
sets whose membership degree range is enlarged from the interval
[0, 1] to [-1, 1]. In [2]], Y.B. Jun and J. Kavikumar are introduced
bipolar fuzzy finite state machines. In this paper, we introduce
subsystem, strong subsystem in bipolar fuzzy finite state machines
with example and discuss their properties.

2. BASIC DEFINITIONS
2.1 Definition [10]

Let X denote a universal set. Then a fuzzy set A in X is set of
ordered pairs:

A = {(z, pa(z)|lzr € X}, pa(z) is called the membership
function or grade of membership of = in A which maps X to the
membership space [0, 1].

2.2 Definition [3]

A finite fuzzy automata is a system of 3 tuples, M = (Q, X, fu),
where,

Q-set of states {q1, G2, ..., qn }

> -alphabets (or) input symbols

far-function from Q x X x Q — [0, 1]
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fa(gi,0,q5) = p, [0 < p < 1] means when M is in state g; and
reads the input o will move to the state g; with weight function .

2.3  Definition [2]

A bipolar fuzzy finite state machine (bffsm, for short) is a triple
M = (Q, X, ), where Q and X are finite nonempty sets, called
the set of states and the set of input symbols, respectively and
o = (¢, ™) is a bipolar fuzzy setin Q x X x Q.

Let X* denote the set of all words of elements of X of finite length.
Let A denote the empty word in X* and |z| denote the length of =
for every z € X*.

2.4 Definition [2]

Let M = (Q, X, ) be a bffsm. Define a bipolar fuzzy set ¢, =
() inQ x X* x Q by

_ -1 ifg=p
%) Ap) =
. (¢, 7\, p) {0 ifq#p

1 ifg=p
+ by —
¢ (¢, A, p) {0 itq+p

@:(Q7 $a7p) = infrEQ[@*i(qvm7 r) \ @*7(7"7 a»p)
¢*+(q7xa’7p) :SupT‘EQ[SO*-F(qaxJ") A SD*+ T7aap)] V p;q €
Q, ze€ X" anda € X.

Result

Let M = (Q, X, ) be a bffsm. Then
@~ (q,2y,p) = infreqlp. (¢, 7,7) V 0.7 (r, 4, )]

0. (q,2y,p) = supreqlest (g, z,7) A 0.7 (r,y,p)¥p,q € Q
and z,y € X*.

2.5 Definition [2]

Let M = (Q, X, ) be abffsm and let p, g € Q. Then p is called a
immediate successor of ¢ if the following condition holds.

Ja € X such that p.7 (g, a,p) < 0 and p.7(g,a,p) > 0. We say
that p is a successor of g if the following condition holds 3z € X*
such that ¢, (¢, z,p) < 0 and ¢." (g, z,p) > 0. We denote by
S(q) the set of all successors of g. For any subset 7" of @ the set



(-02,08)

(-03,08)

Fig-1

of all successors of T denoted by S(T) is defined to be the set
S(T) =U{S(@\geT}

2.6 Definition

Let M = (Q, X, ) be a bffsm. Let ' C Q. Let v be a bipolar
fuzzy subset of ' x X x T and let N = (T, X, v). The bipolar
fuzzy finite state machine /V is called a submachine of M if
T xXxT=w

(i)So(T) C T.

3. SUBSYSTEM AND STRONG SUBSYSTEM IN
BIPOLAR FUZZY FINITE STATE MACHINES

3.1 Definition

Let M = (Q, X, ) be a bffsm. Let oo = (g, ) be a bipolar
fuzzy subset in Q). Then (Q, ¢g, X, ¢) is called a subsystem of
M if for all p,q € Q and a € X such that ,(q) < ¢o(p) V

¢~ (p,a,q) and 95 (q) > v5(p) A @™ (p,a,q).
3.2 Definition

Let M = (Q,X,¢) be a bffsm. Let g = (pg,9s) be a
bipolar fuzzy subset in Q. Then (Q, vg, X, ¢) is called a strong
subsystem of M if and only if for all p, ¢ € Q if 3a € X such that
¢ (p,a,q) < 0and ¢*(p,a,q) > 0then py(q) < wq(p) and

05 (q) > o (p).

Note
(Q,p0,X,p) is a subsystem of M, then we write g for
(Q730Q7X7 SO)

3.3 Definition

Let M = (Q, X, ) be a bffsm. Let oo = (@, ¢) be a bipolar
fuzzy subset in Q. For all z € X* define the bipolar fuzzy subset

poz of Q by, poz(q) = Inf {pg(p) Ve, (p,z,9)peQ},
ehr(q) = Sup {oS(p) Nef (p,z,q)lpeQ} V g€ Q.

3.4 Definition

Let M = (Q,X,p) be a bffsm. Let ¢ € @ and
t = (ti,t2) where t; € [-1,0) and ¢, € (0,1].
Define the bipolar fuzzy subset ¢; X = <q{1X , qtt X > of @
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by.(q;, X)(p) = Inf{t; V ¢~ (q,a,p)la € X} and (g, X)(p) =
Sup{t2 A pT(q,a,p)la € X}Vp e Q.

3.5 Definition

Let M = (Q,X,p) be a bffsm. Let ¢ € Q and t =
(t1,t2) where t; € [—1,0) and t; € (0,1]. Define the
bipolar fuzzy subset ¢;X* = (g, X", ¢/ X*) of Q by,
(¢: X*)(p) = Inf{t1 Vo, (q,9,p)|y € X"} and (¢ X*)(p) =
Sup{t2 A ¢ (q,y,p)ly € X*}Vp € Q.

3.6 Definition

Let M = (Q,X, ) be a bffsm. Let o = <g0é,gaQ+> be a
bipolar fuzzy subset of X. The support ¢ is defined to be the

set supp(pq) = {z € X|pg(z) <0 & 4,05(17) >0}.

4. PROPERTIES OF SUBSYSTEM IN BIPOLAR
FUZZY FINITE STATE MACHINES

4.1 Theorem

Let M = (Q, X, ) be a bffsm. Let oo = (g, ¢¢,) be a bipolar
fuzzy subset in (). Then ¢ is a subsystem of M if and only if

Vp,q € Q,Vz € X". then ¢5(q) < ¢q(p) V @i (p,z,q) and
v6(q) > 05 () Al (pw,q)

Proof:
Suppose ¢ is a subsystem of M. Let p,q € @ and x € X*. We
prove the result by induction on |z| = n. If n = 0, then x = .

Now, if p = g then ¢4 (q) V ¢5 (P, A, @) = ¥(g) and

b (@) Aot (p, A q) = 94 (q)

Now, if p # g then g (p) V 7 (P, A, q) = 0 > ¢ (q) and

apg )N (p, A q) =0< @5 (g)- Thus the result is true if n = 0.
Suppose the result is true for all y € X* such that |y| = n—1,n >
0.Letz =ya,|lyl=n—1,y € X*,a € X. Then

o)V ei(p,z,q) = vu(p) V¢l (pya,q)
= po(a) V{infreq {ws (py,7) Vo~ (r,a,9)}}
= Nre@ {Po(P) Voo (DY, ) Vo (1,0,9)}
> Areq {po(r) V@ (r,a,q)}



> 9o(a)-
o) Ve (p,r,q) > vo(9)-
() Aot (p,2,9) = 95 () A ¢l (p,ya, q)
SO {supreQ {of (0, y,7) Nt (r,a,9)}}

_\/T‘€Q {SDQ /\410* (pvyvr)/\90+(T7a7Q)}
< VTEQ {‘)OQ /\ ¥ (T7 a, q)}
< ‘PQ( )-

ob(p) ANt (p,x,q) < ¢ (q).
The converse is obvious.

4.2 Theorem

Let M = (Q, X, ¢) be a bffsm. Then for all bipolar fuzzy subsets
pg of @ and Vo, y € X~

(poT)y = g (zy) and
(pom)y = oo (xy).

Proof:
Let ¢ be a bipolar fuzzy subset of () and let 2,y € X*. We prove
the result by induction on |y| = n.If n = 0, theny = A\. Letq € Q

((poe)N)(@) = A{(pgz)(p) V @i (0, A @)lp € Q}
= (SDQ«’B)( )and
()N () = V{(e5z) () Ao (p, N, @)lp € Q}
= (%OQI’)( )
Hence (p,7)A = pox = 9 (zA). Similarly, we have
(Pho)\ = pha = ph(aN).
Suppose the result is true for all u € X* such that |u| =n—1,n >
0. Lety = ua, where v € X*,a € X. Let g € Q then

(po(zy))(9) = (g (rua))(q)
= (%((ﬂw)a))( )
A (pg(zu))(r) V@~ (r,a,q)lr € Q}
{/\{(%w) p) Ve, (pu,r)peQQ} Ve (raq ITEQ}

AM(pgz (p) V (AMer (pyu,m) V@™ (rya,q)lr € Q)) )p € Q}
—/\{ 2)(p) V @5 (p,ua,q)lp € Q}

= ((vg ) )(Q) and

(v (xy))(q) = (¢ (zua))(q)

=(p 5(( ) (@)
= V{(ps@w)(r) At (r,a,q)lr € Q}

\/{\/{ ame
V{(pdz) )A(V{saz(p,u,r)/\sﬁ(na,q)\rEQ})IPE Q}

=V {(p52)(p) A ot (p,ua,q)lp € Q}
((wQa:) )(a)

4.3 Theorem

Let M = (Q, X, o) be a bffsm. Let ¢ be a bipolar fuzzy subset
of Q. Then ¢ is a subsystem of M if and only if

poT 2 pg and
4,0536 C @5 Vr e X*.

(p) Ao (pu,m)|p € QY AT (rya,q)|r € Q}

Proof:
Let ¢ be a subsystem of M. Letz € X* and g € Q. Then

(por)(q) = AM{eg) Ve (pz,9)lp € QY > ¢g(q)
(pb2)(q) = V{vh () Nt (p,z,9)lp € Q) < 9 (a)-
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Hence gz 2 ¢ and

Lpgx - gag Vr e X*.

Conversely,

SUppose YT 2 ¢ and

apgx - gozg Ve e X*.

Now, 95 (9) < (pox) (@) = AMwg(a) Ve (2, 9)lp € Q}
<¢o(@) Ve (pz,q).

Po(a) > (ph) (@) = V{5 (@) Aol (p,z,9)lp € Q}

> o4 (q) Al (p,x,q)Vp € Q.
Hence ¢ is a subsystem of M.

4.4 Theorem

Let M = (Q, X, ) be a bffsm. Let t = (t1,t2) where t; €
[-1,0) and t5 € (0,1]. Let ¢ € Q. Then

(i) g: X* is a subsystem of M.

(i) Supp(q: X*) = S(q).-

Proof:

Letr,s € Q and z € X*. Now,

(g5, X)) (r) = A{(g;, X*)(P) V ¢, (p, z,7)|p € Q}
=AM (M e (g, y,p) Vtily € X7} Vi (p,z,7)|p € Q}
=My (g,9,p) Vo, (D2, 7)) Vii|y € X p e Q}
= ANep: (g, yz,m) Viti|y € X*}

2 {ga;(q,u,r) th‘u € X*}

= (g, X7)(r)
Hence (q;, X*)a: ») q{lX*
(g, X)) (r) = v {(@, X)(p) A9l (p2,7)lp € Q}

—V{(V{so* (g, 9, p)AtQIyGX DAt (p oz, r)p e Q)
=V{eF (g y,p) Ao (p,m,7) Aoy € X*,p e Q}
=V{e (g yz,r) Naly € X*}

to

<A{ef (g u,r) Aaolu e X7}
(thX )(r)
Hence (q;) X*)z C ¢, X*. Thus g, X" is a subsystem of M [By
Theorem 4.3].

(ii) Let p € S(q) < Jx € X* such that ¢, (q,z,p) <0
< (g5, X7)(p) < O———(D)

p € S(q) & Jz € X* such that g@j(q,;mp) >0
e Vi{ta Apl(g,2,p)|r € X'} >0
< (6, X7)(p) > 0———2)
From (1) and (2), Supp(q, X*) = S(q).

4.5 Theorem

Let M = (Q,X,¢) be a bffsm and let po = <<pé7<p5> be
a bipolar fuzzy subset in Q. Then the following conditions are
equivalent.

(1)¢q is a subsystem of M.

(i) g, X* 2 %Nq{l 2¢g,q€Q,t1 € [~1,0) and
X" C bV CehaeQ, tae(0,1]

(111) Qt X D ()OQant_l 2 ()057(1 S Qytl S [_170)and
thXCSO V%;Q‘ngquatze(Oau

Proof:

(i) = (i)

Letg, 2 9o, € Q1 € [-1, 0). Letp € Q and y € X* then
¢ (0,y,p) Vi = ¢, (¢,9,p) V 4, (9)



@ (4,9,p) V pg(q)

> 95 (p).[Since ¥ is a subsystem]
Hence ¢;, X* 2 ¢q.
Letq:; - 4,05, gEeQ, ta € (0, 1].Letp € Q and y € X* then
o (q,9,p) N2 = 0. (q,y,p) A aiy ()

< o (q,y,p) Ap(q)

< 905 (p).[Since @5 is a subsystem|]
Hence ¢, X* C apa
(#t) = (74t) Since the alphabet z € X*, the result (iii) follows.
(#i7) = (4)
Letp,g € Qanda € X. If p;,(q) = 0 or ¢~ (g, a,p) = 0 then
po(P) <0=yg(a) Ve (ga,p).
Suppose ¢, (g) < 0and v~ (g,a,p) < 0. Let p5(q) = t1. Then
a4, 2 Po-
Thus by hypothesis, ¢;, X 2 ¢q.
Thus ¢, (p) < (g, X)(p) = AM{t1 V ¢~ (g,a,p)la € X}

S tl \ @7(Q7 a7p) = Qﬁé(q) \ @7(Q7 a7p)—(1)
Letp,g € Qanda € X. If npg(q) = 0or o7 (g,a,p) = 0 then
Pb(0) > 0=0h(@) Apt(g,a,p).

Suppose cpg(q) > 0and p*(q,a,p) > 0. Let cpg(q) = t5. Then
a C b

Thus by hypothesis, ¢;, X C ¢,

Thus o8 (p) > (g5 X)(p) = V {t2 A 9T (g, a,p)la € X}

Z t2 A 50+ (q7 aap) = ()05 (Q) A ()0+ (q7 a‘7p)—(2)
From (1) and (2), ¢¢ is a subsystem of M.

4.6 Theorem

Let M = (Q, X, ¢) be a bffsm. Let pg, pg1, and pg2, be
subsystems of M. Then the following conditions hold.

(1) @, N @@, is a subsystem of M.

(ipg, V pq, is a subsystem of M.

(iii)) N = (Supp(pq), X, v) is a submachine of M, where

V= ‘P|Supp(¢Q) x X x Supp(pqQ)-

(iv) Let t = (ti,t2) where ¢; [-1,0) and ¢, € (0,1].
Let N; = (pq,,X, V@) where ¢q, is bipolar fuzzy subset of
Quw = @\th X X X 0, If Vt, N, is a submachine of M, then
©q is a subsystem of M.

Proof:

(i) Since ¢g, and ¢, be a subsystem of M. ThenV p,q € @
anda € X suchthat vy (q) < g, (p) V¢ (p,a,q),

0o, (@) > 95 () A et (pa,9)and ¢g,(q) < wg,(p) v
¢ (pa,q),

05, (@) < 0b, () Ao (p,a,q). .
Now to prove @1 A@g2 is a subsystem of M, it is enough to prove

(P, NP, )(@) < (g, ANeg,) () V¢ (P a,q) and

(25, N (@) = (b, AN eb,) (D) AT (p,a,q).

Now (¢g, (9) Apg, (0) < ((vg, (P) Ve (p,a,a)) A((¢g,(P)V
¢ (p,a,q))

(g, (@) N, (@) < (v, () Apg, () V¢~ (P a,q))

(P, NP, )(@) < (o, Npg,) @) Ve (p,a,q)—(1)

(b, (@) N od, (@) = (4, () A e (p,a,q) V (¢5,)(p) A
@ (p,a q9))

(05, (@) N e, (@) > (5. (p) V 0, (0) A @t (p,a,9))
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(5, N5 (@) = (95, Vs, () AT (p,a, q)—(2)
From (1)and(2), g, A ¢q, is a subsystem of M.

(ii) Since g, and g, be a subsystem of M. ThenV p,q € Q
anda € X suchthat pg (9) <@g, (p) V¢ (P a,q),

5. (@) = o5 () N et (pa,@and oy, (9) < g5, (p) V
¢ (p,a,q),

05, (@) < b, (p) Ao (p,a,q).
Now to prove g, V¢q, is a subsystem of M, it is enough to prove

(Pq, V¢a,)(@) < (¢q, Vg, () V¢ (p,a,q)and

(5, V05, = (5, V 0, (@) AT (p,a,q).

Now (¢, (0) Vo, (@) < ((vg, (@) Ve (pa,9)V ((pg, (P)V
v (p,a,q))

00, (@ V vg,(2) < (g, (P) Vg, @) Ve (paq)

0o, Vo, < (pg, V %z)(p) Vo~ (p,a,q)—(1)

. (@) vV ob (@) = ((pd, () A e (p,a,q) V (05,)(p) A

o~ o~ —

" (p,a,q))
(b, (@) Vs, (@) = (0, () Vb, (0) A o™ (p,a,q))
(95, V 95,)(a) = (95, V ¢4,)(®) A ™ (p, a,q)—(2)

From (1)and(2) ©Q, V ©q, is a subsystem of M.

(iii) Let p € S(Supp(py)). Then p € S(q) for some g €
Supp(pg)- Then pg(g) < 0. Since p € S(g),3z € X* such
that ¢ (g, ,p) < 0. Since ¢q is a subsystem ¢, (p) < pg(q) V

¢; (q,7,p) < 0. Thus p € Supp(pg). Hence S(Supp(pg) C
Supp(wQ)
Letp € S(Supp(apQ)). Then p € S(q) for some ¢ € Supp(@é).
Then an( ) > 0. Since p € S(q),3r € X* such that
0 (g,z,p) > 0. Since p¢ is a subsystem cpg(p) > @5(‘1) A
ot (q,z,p) > 0. Thus p € Supp(tpg). Hence S(Supp(wzg) -
Supp(apg). Thus N is a submachine of M.

(iv)Letp,q € Qand x € X*. If 95 (p) = 0 or ¢ (p,7,9) = 0,
¢5(p) = 0or ¢l (p,x,q) = 0, then pu(q) < 0 = ¢g(p) Vv
¢, (p,,q) and o} (q) > 0= o5 (p) Aol (p,z,q).

Suppose ¢, (p) < 0 and ¢, (p,x,q) < 0, p5(p) > 0 and
@f(p,,q) > 0. Let pg(p) V ¢ (p,x,q) = t1 and o) (p) A
o (p,x,q) = ta. Then p € g, . Since Ny is a submachine of M,
S(¢q.) = ¢q,-Hence g € S(p) C S(pq,) = ¢q,-

Hence ¢,,(q) < t1 = ¢o(p) V ¢, (p,2,q) and 95 (q) > to =

e5(®) Aol (p,x,q).
Thus ¢ is a subsystem.

4.7 Theorem

Let M = (Q, X, ¢) be abffsm. Let o = <npé, @5) be a bipolar
fuzzy subset in Q. Then ¢, is a strong subsystem of M if and only
if for all p,q € Q if 3z € X* such that p, (p,z,q) < 0 and
0.7 (p,z,q) > 0 then

¢a(a) < pqo(p) and 95 () > w5 (D).

Proof:

Suppose ¢ is a strong subsystem. We prove the result by induction
on |z] = n.Ifn = 0, then z = A Now if p = ¢, then
. (a2 q) = —1and p5(q) = ¢go(g). If ¢ # p, then

¢, (p,\,q) = 0. Thus the result is true if n = 0. Suppose the
result is true Vy € X* such that |y = n —1,n > 0. Letz =



(05,0.)

a(05,07)

(-03,05)

Fig-3

ya,lyl =n — 1,y € X*,a € X. Suppose that ¢} (p,x,q) < 0.
Then ¢ (p,z,q) < 0=, (p,ya,q) <O0.

/\TEQ {90*7(11% y,T) \ ‘Pf(rv a, Q)} < 0
Thus 3r € Q such that p.” (p,y,7) < 0 and p,~(r,a,q) < 0.
Hence p5(q) < ¢g(r) and ¢q(1) < ¢q(p). Thus pg(g) <

P (p)-
Suppose ¢ is a strong subsystem. We prove the result by induction
on |z] = n.Ifn = 0,then z = A Now if p = gq,

then . % (g, A, q) = 1 and p5(q) = @5(q). If ¢ # p, then
©.T(p, A, q) = 0. Thus the result is true if n = 0. Suppose the
result is true Vy € X* such that |y = n — 1,n > 0. Letz =
ya,|lyl =n—1,y € X*,a € X. Suppose that ¢, (p, z,q) > 0.
Then ¢.* (p,z,q) > 0 = ¢." (p,ya, q) > 0.
\/TEQ {30*+(p’ y,r) A 90*+(T’ a, q)} > 0.

Thus 3r € Q such that . % (p,y,r) > 0and p. " (r,a,q) > 0.
Hence ¢5(q) > ¢4(r) and ¢5(r) > ¢4 (p). Thus () >

0 (D).
The converse obvious.

4.8 Theorem

Let M = (Q, X, @) beabffsm. Let g = (pg, ) be abipolar
fuzzy subset in Q. If ¢ is a strong subsystem of ]\?, then g is a
subsystem of M.

The Converse is not true.

Proof:
The proof of the Theorem is obvious.

Example
The bipolar fuzzy finite state machine M in Fig.3 is a strong
subsystem of M, implies that ¢ is a subsystem of M.

The bipolar fuzzy finite state machine M in Fig4, ¢g is a
subsystem of M but not a strong subsystem of M. Since ¢ (q2) >

polar)-

4.9 Theorem

Let M = (Q, X, ) be a bffsm. Let ¢q,, and ¢g,, be strong
subsystems of M. Then the following conditions hold.

() pq, N pq, is a strong subsystem of M.

(i)pqg, V g, is a strong subsystem of M.
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(iii) Let g be a strong subsystem of M. Then N
(Supp(pq), X,v) is a submachine of M, where v

<P|Supp(<;>Q) x X x Supp(pq)-

(iv) Let t = (t1,t2) where t; € [—1, 0) and t2 € (0, 1].

Let Ny = (vq,, X, v@)) where g be a strong subsystem of M,
Vi) = gp\g,(Qt) x X x pq, - Then V ¢, N; is a submachine of M.
(v) Let t = (t1,t2) where t; € [—1, 0) and to € (0,1]. Let
Ny = (po,, X, v)) where ¢ be a bipolar fuzzy subset of @,
Vi) = <p|(th x X x pq, If V¢, N, is a submachine of M, then g
is a strong subsystem of M.

Proof:

The proofs of (i) and (ii) are straightforward.

(i) Let p € S(Supp(pg)). Then p € S(g) for some ¢ €
Supp(pg)- Then p,(g) < 0. Since p € S(g),3z € X* such
that o, (¢, x,p) < 0. Since pgq is a strong subsystem ¢, (p) <
¢olg) < 0. Thus p € Supp(py). Hence S(Supp(pg)) <
Supp(gq)-
Let p € S(Supp(py))- Then p € S(q) for some g € Supp(pfy).
Then cpg(q) > 0. Since p € S(g),3r € X* such that
vf (g,z,p) > 0. Since g is a strong subsystem <p25(p) >
©b(q) > 0. Thus p € Supp(py,). Hence S(Supp(pf,) C
Supp(cpg)A Thus N is a submachine of M.

(iv) Let ¢ € S(¢g,). Then ¢ € S(p) for some p € ¢q,.
Thus ¢, (p) < ti and cpg(p) > ty. Now Jz € X* such that
¢, (p,w,q) < 0and ¢ (p,z,q) > 0. Then g (q) < @u(p) <t
and @5(‘q) > 4,05(;0) > to. Thus ¢ € ¢g,. Hence N; is a
submachine of M.

(V)Let p,g € Q, x € X* be such that ¢, (p,z,q) < 0 and
@ (p,z,q) > 0. Suppose v, (p) < 0 and pf(p) > 0. Let
vo(p) = t1 and gog(p) = t. Then p € ¢g,. Since N, is a
submachine of M, S(pq,) = ¢q,- Thus ¢ € S(p) C S(pq,) =
¢q,- Thus v (g) < t1 and 4,025(!]) > to. Hence, ¢ is a strong
subsystem.

5.  CONCLUSION

In this paper, we introduce various types of subsystem, strong
subsystem in bipolar fuzzy finite state machines and discuss their
properties.
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