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ABSTRACT
Web service composition can be briefly described as the process of aggregating services with disparate functionalities into a new composite service in order to meet increasingly complex needs of users. Service composition process has been accurate on dealing with services having disparate functionalities, however, over the years the number of web services in particular that exhibit similar functionalities and varying Quality of Service (QoS) has significantly increased. As such, the problem becomes how to select appropriate web services such that the QoS of the resulting composite service is maximized or, in some cases, minimized. This constitutes an NP-hard problem as it is complicated and difficult to solve. In this paper, a discussion of concepts of web service composition and a holistic review of current service composition techniques proposed in literature is presented. Our review spans several publications in the field that can serve as a roadmap for future research.
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1. INTRODUCTION
Over the years, there has been a gradual shift in paradigm from an Internet based on physical computing networks to an Internet based on web services. This is in line with the long term vision of the Internet in which imagines web services are accessible anywhere, available everywhere, pervasive, and transparent [8]. The Internet is gradually getting closer to this vision with the discovery of web services. A web service can be defined as an Internet-accessible object that provides pre-defined capabilities [1] [2] [4]. Web service is generally loosely coupled and is a standard for integrating heterogeneous business applications with the aim of meeting growing consumer needs. For instance, a web service can allow people to perform hotel booking online. In many situations, it is possible that a given web service might not be able to satisfy more complex user requests. For example, suppose a user wants to plan a whole trip encompassing booking flight ticket, booking hotel room and processing payment, and he/she demands that the cost of executing web service(s) be minimized. It is impossible for a single web service to complete such a complex task as it includes several sub tasks (such as booking a hotel room, booking a flight ticket, and processing payment) and a QoS requirement or constraint such as minimum execution cost that must be satisfied before the overall request is successfully dealt with. In other words, the request will require a number of cheapest web services (payment processing service, hotel reservation service and airline reservation service) to be executed successively before the user is satisfied. In such situations, service composition is necessary. It combines several web services in order to build a composite service [3] [4] that is viewed by the user as a single web service and satisfies the request and QoS requirement. Service composition in the scenario described above becomes as straightforward as finding the composite service with the cheapest execution cost. However, if the user specifies an additional QoS constraint like response time should be minimized in addition to minimum cost, the service composition problem becomes complex as the best composite service would have to be the cheapest to execute and have lowest response time. Finding such a perfect solution in a large network of web services can be very difficult and time consuming because there will be plenty possible solutions to choose from in little amount of time, also solutions might have the best execution price but worst response time, or vice versa. As such, the problem is regarded as NP-hard [42]. Figure 1 further illustrates the previous example. After a request such as Plan Journey and QoS requirements like minimal cost and response time are made, the user is presented with a sequence of tasks that need to be executed to complete the request. In this case Online Payment Offers, Credit Offers, Hotel Reservation, and Airline Reservation are tasks to be performed via web service calls in order to serve the user request. For each of these tasks, there are lots of alternative web services (candidate services) capable performing them e.g. A1, A2 and A3 are the candidate services capable of completing the Online Payment Offers task. One web service is picked for each task according to its capability and QoS, and then orchestrated with web services selected from other tasks. Here, QoS is a metric that estimates how well a service satisfies the user. The output of the service composition process is a composite service whose QoS satisfies the user request and is a combination of the QoS of its individual candidate services. Because candidate services exhibit different QoS values, it has become a problem to compose only candidate services that will yield a composite service with the best QoS (in this case the cheapest execution price and minimum response time). In this paper, a comprehensive survey of techniques that tackle the NP-hard problem is presented. The paper starts with a discussion of the concepts of QoS-aware web service composition, focusing on QoS properties, workflow model and QoS aggregation functions. Then a review of existing approaches is presented and categorized into static and adaptive techniques. Finally, a conclusion terminates the paper.
2. \textbf{BACKGROUND}

\subsection*{2.1 QoS Properties}

There are lots of web services that exist over the Internet, some having distinct functions (e.g. credit card service for online payment processing, airline booking service for buying flight tickets online etc.) while others have similar functions (e.g. master card service and visa card service are used for initiating online payments). Those having similar capabilities are distinguishable via their QoS values. QoS values determine whether a web service is reliable, trustworthy, or efficient. Its significance stems from the fact that a web service may be functionally capable of performing a given task, but might not reliable or efficient enough in performing the task up to the user’s satisfaction. Web services are usually advertised with multiple QoS values, each value representing a quality aspect of the web service called a QoS property. QoS properties are generally the most commonly used characteristics in measuring the quality of web services or even composite services, this is because they indicate whether a service is capable of measuring up to user’s expectations. Some examples of common QoS properties include price, response time, reliability, reputation, encryption level etc.

Several classifications of web service QoS properties have been observed in literature. Authors in [33] classify QoS properties as \textit{user dependent} and \textit{user independent}. User dependent QoS properties are those properties whose values are different for each user. Examples of such properties include throughput, response time, etc. On the other hand, user independent properties are those properties that are similar for all users. QoS properties in this category include popularity, price, etc. A more tangible categorization is introduced in [30]. The authors made a distinction of QoS properties between \textit{measurable} or \textit{immeasurable}. Measurable QoS attributes are quantifiable using a QoS metric such as average execution time, while immeasurable QoS attributes are naturally qualitative e.g. flexibility, reputation, etc. QoS properties have also been classified as application and network parameters [34]. The former are associated with the web service application itself (e.g. availability, reliability, cost, etc.), while the latter are network related parameters that influence communication between a web service and the outside world. Authors in [34] identify three distinct network QoS properties; Network delay, delay variation, packet loss. Network delay is the average amount of time it takes network packets to move across the network. Delay variation is the difference in the amount of time it takes each packet in a sequence of packets to reach its destination. Packet loss is the percentage of packets not delivered to destination after a group of packets has been sent across the network. Table 1 summarizes the different classifications of QoS properties.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{QoS Property} & \textbf{Measurable} & \textbf{Immeasurable} & \textbf{User dependent} & \textbf{User independent} \\
\hline
Throughput & ✓ & & & ✓ \\
Response time & ✓ & & & ✓ \\
Cost & ✓ & & & ✓ \\
Reliability & ✓ & & & ✓ \\
Network delay & ✓ & & & ✓ \\
Reputation & ✓ & ✓ & & \\
\hline
\end{tabular}
\caption{Classification of major QoS properties}
\end{table}

\subsection*{2.2 QoS-aware web service composition}

Service composition aggregates a set of web services whose capabilities can be discovered spontaneously in order to meet an acceptable outcome. The composition process is akin to the integration process of workflow management systems [6]. A Workflow management system functions according to a predefined workflow model, which consist of tasks and transitions [13]. In the area of service composition, a workflow model is used for the aggregation of QoS properties. This is achieved by creating abstract descriptions which select and compose existing services to form workflows [11]. Workflow is a sequence of tasks to be performed in order to achieve a set goal. It is typically modeled in different structures. The main forms of workflow structures are sequence, choice, parallel split and loop.

According to [10] and [12], the web service composition process involves a series of steps as shown in figure 2. Firstly, the user's request (abstract task) is determined and subsequently decomposed into a sequence of sub-tasks. The sequence of sub-tasks is then further broken down into workflow tasks using a standard web service framework like WS-BPEL. For each workflow task, web services are discovered and classified into service classes according to which tasks they can implement, every service class representing a group of web services with similar capabilities. They are mapped as one service class per workflow task. Once the classification is done, a web service is selected from each service class and bound to a composite service. In environments where number of web services per workflow task is large, a lot of composite services that will be formed as result. Therefore, the last step involves the selection of the best composite service that maximizes (or minimizes) a given QoS property as specified by the user request.
2.3 QoS Aggregation

The QoS value of a composite service is calculated by aggregating QoS of candidate services based on the type of workflow structures involved. For instance, considering the workflow for the travel booking example shown in Figure 1, assuming the user requires minimization of cost and response time QoS. Also assuming that web services A1, C2 and D1 have been selected to form a composite service (A1-C2-D1). Then the end-to-end total response time \( T_{RT} \) of this composite service will be the sum of response times of A1 (including probability of choosing A1), C2 and D1.

\[
RT_T = [p_{A1} \times RT_{A1}] + RT_{C2} + RT_{D1}(1)
\]

Where \( p_{A1} \) is the probability of choosing A1 in the exclusive choice workflow structure. \( RT_{A1} \), \( RT_{C2} \), and \( RT_{D1} \) are response time QoS values for A1, C2 and D1 web services respectively. A similar formula can be used in the case of finding total cost of the composite service,

\[
C_T = [p_{A1} \times C_{A1}] + C_{C2} + C_{D1}(2)
\]

Where \( C_{A1} \), \( C_{C2} \), and \( C_{D1} \) are execution cost QoS values for A1, C2 and D1 web services respectively. Table 2 shows the QoS aggregation formulas for sequence, parallel, loop and exclusive choice workflow structures.

3. CURRENT APPROACHES

QoS-aware service composition problem is describe as an NP-hard problem[49]. Several techniques have been developed to tackle QoS-aware service composition problem. Some have deal with service composition problem under non-varying QoS environment, while others have dealt with the problem in varying QoS environments (runtime environments). We therefore classify current approaches according to whether not they take QoS changes into account. This classification is necessary as it is currently missing in literature. In this section, techniques are classified into static and adaptive approaches.

3.1 Static approaches

This category of techniques perform web service composition using prior knowledge of web service QoS values. Also, they do not consider dynamic changes in QoS. Hence, they are not ideally suitable in runtime environment where web service QoS values are constantly changing over time. We further classify techniques here into 4 categories namely; (1) Local maximization approaches; (2) Linear optimization approaches; (3) Approximation approaches and (4) Pareto-optimization approaches.

3.1.1 Local maximization approaches

One of the reasons why there is difficulty in dealing with a QoS service composition problem is the presence of both local QoS constraints (applied to each web service) and global QoS constraints (applied to the whole composite service). Ideally the solution would have to satisfy both of these requirements before being called an optimal solution, which can be a difficult to achieve. A method current studies have used in reducing complexity of the problem is to consider only local constraints in selecting best candidate services for each sub task. This way, only local constraints will need to be satisfied before solution is executed. The process is known as local maximization. For example, instead of finding the composite service that has total response time less than 20ms, local maximization finds the composite service whose candidate services each have response times less than 20ms. In this case, the best solution may not necessarily have total response time less than 20ms. Using the method, an optimal solution can be reached in little amount of time. A popular local approach is Dynamic Programming[17][18] which breaks down an execution plan into separate divisible and indivisible parts. It computes an optimal solution for each divisible part while relying on a recursive branch-and-bound algorithm in finding optimal solutions for the indivisible parts. Another local approach is a technique proposed in [15]. The technique uses a learning-depth-first search (LDFS) algorithm that combines bound depth first searches with learning iteratively. Some other technique for local maximization is one based on Simple Additive Weighting(SAW)[48]. This method assigns scores to each candidate services by

### Table 2. Aggregation formulas for QoS computation of composite service.

<table>
<thead>
<tr>
<th>QoS property</th>
<th>Sequence structure</th>
<th>Parallel structure</th>
<th>Loop structure</th>
<th>Exclusive choice structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response time</td>
<td>( \sum_{i} RT(S_i) )</td>
<td>( \min(k,RT(S)) )</td>
<td>( \sum_{i} p_i \times RT(S_i) )</td>
<td>( \sum_{i} p_i \times RT(S_i) )</td>
</tr>
<tr>
<td>Reputation</td>
<td>( \prod_{i} RP(S_i) )</td>
<td>( \max(RP(S)) )</td>
<td>( \prod_{i} p_i \times RP(S_i) )</td>
<td>( \prod_{i} p_i \times RP(S_i) )</td>
</tr>
<tr>
<td>Cost</td>
<td>( \sum_{i} C(S_i) )</td>
<td>( \min(k,C(S)) )</td>
<td>( \sum_{i} p_i \times C(S_i) )</td>
<td>( \sum_{i} p_i \times C(S_i) )</td>
</tr>
<tr>
<td>Reliability</td>
<td>( \prod_{i} R(S_i) )</td>
<td>( \min(R(S)) )</td>
<td>( \prod_{i} p_i \times R(S_i) )</td>
<td>( \prod_{i} p_i \times R(S_i) )</td>
</tr>
</tbody>
</table>
multiplying their QoS values with a user-defined weight value. The weight value signifies the importance of satisfying a given QoS constraint specified by the user. The method then selects the web service with the best score for each task. An advantage of local approaches is that their running time scales well with an increase in number of services. However, they suffer from loss of accuracy as a result of the pre-selection process involved.

3.1.2 Linear optimization approaches

Linear approaches refine the NP-hard problem by assuming a linear objective function. Objective function is a measure of how good the QoS value of a composite service is. It is determined by combining QoS property values of all the candidate services contained in the composite service into a single aggregate value. Linear optimization of web service composition is achieved using Linear Integer Programming (LIP) techniques [19][18]. LIP can find the best composite service without necessarily building all possible compositions. It can also integrate both functional and non-functional service properties [16] into the composition process. LIP is usually useful when dealing with a small set of services. Although, it can take a lot of time to find the best composition in large service environments.

3.1.3 Approximation approaches:

Current studies have also focused on techniques for finding approximate solutions as they are faster to reach than optimal ones. These approaches are usually heuristic in nature as they achieve optimization by performing various computations and iterations on possible solutions with respect to a given degree of quality. Heuristics are capable of arriving at solutions while making little or no assumptions about the problem. They are also capable of rigorously covering very large search spaces in relatively small amount of time. Several approximation approaches have been introduced. One popular approach is Particle Swarm Optimization (PSO) technique. PSO simulates the natural behavior of birds when searching for food particles, each particle representing a possible solution (composite service). All particles within the swarm are assigned parameters such as position(Xi), velocity (Vi), best local position (Xbi), and best global position (Xgi). Ming et al. [19] first investigated the application of Particle Swarm Optimization (PSO) in the context of service composition. They introduced a discrete PSO approach called DPSO to finding approximate solutions. Their technique uses best global position (Xgi) to update location and speed parameters for all particles in the swarm after each iteration;

\[ X_{i+1} = X_i + V_{i+1} \quad (3) \]

\[ V_{i+1} = V_i + C1R1(X_{gb} - X_i) + C2R2(X_{g} - X_i) \quad (4) \]

Where vectors Xi is a particle position, Vi represents particle velocity, Xgb represents particle’s best recorded position, Xg is the global best particle position, C1 and C2 are called social parameters, while R1 and R2 are randomly generated numbers between 0 and 1. The technique finds good quality solutions in considerable amount of time, but suffers from been trapped into local optima more often than not. An improved PSO approach is presented in [20]. This approach incorporates adaptive mutation and learning factor ability into the basic PSO technique. Here, adaptive mutation mechanism prevents particles from being trapped in the local maxima by letting them hop out during early stages of computation. While learning factor tunes C1 and C2 values so as to improve population density of particles during computation.

Another popular approximation technique is one based on Genetic Algorithms (GA). GAs are capable of evolving members of a generation (genomes) according to a set of rules up to a point where fitness value is optimized. Each genome can represent a possible composite service and is usually encoded in form of array of numbers. GA initiates the optimization process by building an initial generation of genomes which are subsequently to find the ones with best fitness values. These best individuals are then placed into a mating pool where they are altered by crossover and mutation operators in order to improve their fitness. Canfora et al. [42] studied how GA can be used in solving the service composition problem. In their approach they encode candidate services (WSi) in form of an integer array inside each gene of a genome (as seen in Figure 3). The aim of their technique is to find a combination of array elements that achieves the best fitness value while meeting QoS constraints. Their approach find good quality solutions most of the time, however it often traps into local optima. Authors in [54] present an improved GA that reduces the likelihood of trapping into local optima. They present two functions; an improved mutation function controls mutation process via mutation probability parameter. The other function is a partial initialization function that stores set of best genomes which will be later used in performing crossover with other genomes.

Literature indicators suggest that approximation approaches are more efficient than linear approaches as they can rapidly eliminate large numbers of possible execution plans in a relatively small amount of time. Furthermore, they can handle large number of services better than linear methods. However, they suffer from lack of ability to find optimal solutions most of the time. It is possible that a best solution was discarded during the elimination process using these approaches.

3.1.4 Pareto-optimization approaches

These approaches find solutions that are optimal with respect to one or more objective functions, but not all. One method that yields pareto solutions is a two-stage conversion of a multi objective problem into a single objective problem as proposed in [24]. This involves normalizing an objective function’s range, and then using Simple Additive Weighting (SAW) technique to weight each objective function. In [25] a multi objective optimization algorithm that relies on cost of service failure to rank pareto-optimal solutions with respect to a decision maker’s preferences is proposed. The algorithm, however, cannot distinguish which pareto-optimal solution is the better one. Study in [22] suggests a genetic algorithm based on non-dominated sort (NSGA-II) that map genomes to
their respective fronts in order to sort and compare pareto-optimal solutions. [23] Employs a different comparison technique based on binary quality indicators that analyze pareto-optimal solution sets. Pareto-optimization approaches have been observed to provide better performance and good quality solutions than other approaches.

3.2 Adaptive approaches

In the previous section, techniques covered that focus on finding optimal solutions to the NP-hard problem in static environments i.e. environments where QoS values of web services are already known prior to generating the task workflow. Some current studies have extended the service composition problem to finding optimal solutions in situations where web service QoS values are not known prior to generating the workflow. Such examples reflect a more realistic scenario where runtime web service QoS values vary from values advertised by service providers. Adaptive approaches are capable of adapting to changes in QoS values of the service environment. Adaptive service composition is a very active area of research attracting much of attention in recent years. It is divided into two types [33]: Internal composition adaptation and External composition adaptation techniques. The former approach reacts to environmental changes by rebuilding a composition either from ground up or from the point of fault within the composite service. On the other hand, the latter approach uses adjustable adapters that bridge the gap between the service workflow and the dynamically changing service environment.

There are several internally adaptable service composition approaches, most of which have focused on small service environments. Amongst these approaches are AI Planning-based techniques [55][33]. In [55] the authors present an AI planning approach that relies on a moderately accurate Case Based Reasoning (CBR) technique to build service compositions on-the-fly. CBR is used to obtain solutions from a set of composition cases gathered from past experiences. If such solutions do not exist, then an AI planner builds composition solutions from ground up. The other study [33] presents a self-adaptive service composition that is based on AI planning graphs called Graph plan repair. Their approach reconfigures compositions during runtime with the aid of a greedy search algorithm used to explore the planning graph for possible service combinations that can achieve the user's goal. The algorithm scouts through the planning graph to find and repair services that don't meet user goal due to their unexpected change. If such services do exist, then new services are added into the graph to satisfy user goals. Afterwards, the whole process starts all over until all services satisfy user goals. The method presented in [38] uses AI planning to dynamically map user requirements to service workflows. The approach is goal-oriented, thus any changes to user requirements at run time will ultimately be applied to the workflow structure. The major drawback of AI planning-based techniques is that they do not perform well in situations where the number of participating web services is large. Also they are susceptible to sub-optimal solutions in such environments.

Several internal adaptation solutions focus on using Reinforced learning (RL) techniques to solve adaptive service composition problem. Work in [34] proposes an adaptive RL method based on Markov Decision Process (MDP) that finds optimal solution at runtime. MDP builds a model for obtaining compositions consisting of multiple aggregated workflows. RL method takes over in finding optimal solution (or pareto-optimal solutions) by acquiring MDP policy with the optimal QoS. Any change in service environment will prompt a change of MDP policy for the sake of continuing the learning process. In [26] an extended MDP method called Semi Markov Process (SMP) has been introduced to forecast QoS and network efficiency of web service environment during composition. The output from SMP then determines which web services need to be replaced as a result of poor QoS. In [41] the authors propose a method that re-plans composition once it predicts a difference between estimated QoS and runtime QoS values. In their approach, the authors utilize a proxy-based model to achieve runtime binding of web services. [35] Propose an improved RL approach that utilizes Reuse Strategy to enhance performance and stability of RL. Work has been extended in [36] which introduce a randomized RL technique that considers multiple QoS and non-QoS criteria like cost, reputation, deadline and user preferences to obtain optimal solutions while adjusting to runtime changes in availability of service environment. RL-based approaches enhance the service composition process with exploration and exploitation capabilities, making the composite services more reactive to environmental changes. However they impose high computational cost especially in large service environments. Additional studies [40] have modeled the adaptive service composition problem as a shortest path problem. Here, a shortest path algorithm (CSP) is used to ascertain a faulty web service and come up with an alternative path to a backup web service. This approach often traps into local optima and doesn’t always produce the best results. [37] Focused on using heuristic approach to tackling adaptive service composition. Their approach makes use of a K-means algorithm to find pareto-optimal solutions. The algorithm works by firstly normalizing QoS constraints then a local classification is made to group candidate services into clusters with respect to their QoS levels, upon which a heuristic algorithm performs global optimal selection. Adaptation is performed by using a utility threshold τ to tune selection of clusters based on environmental constraints such as time or service density. With the aid of its classification technique, the approach performs efficiently in environment where number of web services is large.

Some external composition adaptation techniques have been proposed in recent studies. These techniques use composition methods, policies or protocols to continually regenerate and update optimal service workflows according to changes in environment. Social network analysis techniques have been recently introduced to tackle adaptation in service composition. They are methods used to map and measure the relationship between web services in a social network [51]. An example is proposed in [27] which applied link analysis and page ranking to rank services based on their success and failure popularity. In order to obtain such information, snapshots of the whole service registry are taken at regular intervals so that popularity changes can be reflected upon service workflows accessible to the user at runtime. A modified page rank approach namely service rank is presented in [27] which applied link analysis and page ranking to rank services based on their success and failure popularity. In order to obtain such information, snapshots of the whole service registry are taken at regular intervals so that popularity changes can be reflected upon service workflows accessible to the user at runtime. A modified page rank approach namely service rank is presented in [39]. In this approach, web services were ranked based on connectivity and invocation history. The method combines ranking score with QoS score for composition ranking. Social network analysis techniques are more efficient than internal adaptation approaches since
the information required for the adaptation process is obtained prior to the commencement of service composition. Its only drawback is that it requires more computational resources in order to acquire information that will be useful for adapting composite services. Table 3 summarizes the service composition techniques covered in this paper.

### Table 3 - Classification of approaches for QoS-aware web service composition.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Sub-categories</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static approaches</td>
<td>Local optimization approaches</td>
<td>Dynamic programming</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Learning depth first search</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Simple additive weighing</td>
</tr>
<tr>
<td></td>
<td>Linear optimization approaches</td>
<td>Linear programming</td>
</tr>
<tr>
<td>Approximation approaches</td>
<td></td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Particle swarm algorithm</td>
</tr>
<tr>
<td>Pareto optimization approaches</td>
<td></td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Particle swarm algorithm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Multi-objective simple additive weighing</td>
</tr>
<tr>
<td>Adaptive approaches</td>
<td>Internal adaptation approaches</td>
<td>AI-planning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reinforced learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Graph-based approach</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heuristic algorithm</td>
</tr>
<tr>
<td></td>
<td>External adaptation approaches</td>
<td>Protocol-based approach</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social network analysis approach</td>
</tr>
</tbody>
</table>

### 4. CONCLUSION

In this paper, a comprehensive survey of QoS aware service composition techniques is provided. These techniques are classified into static and adaptive approaches. Static approaches are methods whose mechanisms are based on static predefined QoS values. They are further divided into local approaches, linear optimization approaches, approximation approaches and pareto-optimization approaches. Amongst these approaches, It is discovered that the later seems to be the most efficient of them especially in large service environments. Adaptive approaches on the other hand were further categorized into internal adaptation approaches and external adaptation approaches. External adaptation techniques being the more efficient, albeit at increased computational cost. Further research is required on these techniques to determine the extent of their usefulness in web service composition.
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