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ABSTRACT
Algorithm k-means is useful for grouping operations; however,
when is applied to large amounts of data, its computational cost is
high. This research propose an optimization of k-means algorithm
by using parallelization techniques and synchronization, which is
applied to image segmentation. In the results obtained, the par-
allel k-means algorithm, improvement 50% to the algorithm se-
quential k-means.
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1. INTRODUCTION
Several unsupervised learning algorithms have been proposed,
which divide the set of objects in a number of groups according to
an optimization criterion.

The grouping is defined, generally, as a process of organizing
objects into groups whose members exhibit some kind of simi-
larity [6]. The goal of clustering is to divide the set of objects,
which have attributes associated to multidimensional vectors,
into homogeneous groups so that patterns within each group are
similars.

K-means is a algorithm widely used in clustering problems objects
according to their attributes, in this regard, has been widely studied
due to its applications in areas as machine learning [4], data
mining [2], knowledge discovery [5], pattern recognition and
classification [1], segmentation of medical images [3, 8], medical
and general image [9].

Although, one biggest drawbacks of k-means algorithm is the high
computational cost of calculating distances between all objects.
For this reason, this research use parallelism and synchronization
techniques in order to minimize the computational cost.

In the research, the parallel k-means algorithm, is applied to image
segmentation, which seeks to group pixels with similar colors,
improving the computational time in the segmentation, with large
number of pixels, as well as, algorithm’s iterations.

In the section 2 preliminary concepts are summarized, in the sec-
tion 3 the methodology followed is presented and finally in the sec-
tions 4 and 5 the experiments and conclusions of the research is
exposed.

2. K-MEANS ALGORITHM AND SEGMETATION
K-means is a partitional clustering algorithm, was proposed by
Stuart Lloyd in 1957, although not published until 1982 [7]. A
more efficient version was proposed and published in Fortran with
Hartigan and Wong 1975 [4].

The k-means algorithm is an unsupervised clustering algorithm
that classifies the input data, represented as multidimensional
points, based on their inherent distance of each other [9].

The algorithm k-means has computational order equal to
O(n ∗ k ∗ s) where n = number Iterations, k = number Groups and
s = number of elements to group.

The image segmentation algorithm is based on k-means, the
pixels are clustered around k centroids Ci, ∀i = 1 ... k, which
are obtained by running the algorithm 1, where N is the number
of iterations, K the number of centroids and T the number of pixels.

The figure 1, show the image of Lena 1a, segmented with two
centroids 1b, with four centroids 1c and with eight centroids 1d.

(a) (b) (c) (d)

Fig. 1: K-means image segmentation
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Algorithm 1 k-means clustering algorithms
1: procedure K-MEANS(k,Ob jetsList,Size, Iterations)
2: Clusters[k]
3: Centers = list of k random centers.
4: n = 0,c
5: while n≤ Iterations do
6: Clear(Clusters)
7: for i ∈ Ob jetsList do
8: lessDistance = INF
9: for j ∈Centers do

10: d = Distance(i, j)
11: if d < lessDistance then
12: lessDistance = d
13: c = j
14: end if
15: Add(Clusters[c], i)
16: end for
17: Centers = NewCenter(Clusters)
18: end for
19: end while
20: end procedure

In the next section, the methodology used in this research will
be explained, and in the sub section 3.2, the image segmentation
algorithm using the sequential k-means and parallel k-means will
be exposed.

3. METHODOLOGY
In this section the methodology used is described; all steps for
the image segmentation with sequential and parallel k-means
algorithm are showed in the figure 2.

3.1 Features vector of a pixel
Given a set of test images, the RGB color space is used, and two
types of features vector of each pixel is taken.

3.1.1 Features vector RGB. Lets pi j a image pixel, then
Pi j(r,g,v) is a vector, such that, r, g and b are the colors value in
the pixel (i, j) of the image and represent the descriptor from a
color image. On the other hand, in the case of considerable color
variation, represents a texture segmentation.

3.1.2 Features vector RGBXY. In this case, descriptor in pi, j is
Pi, j(r,g,b,x,y). This representation leads to a segmentation based
on both, the color and position, of the pixel in the image.

3.2 Segmentation
The sequential and parallel k-means algorithm is applied in image
segmentation process, considering the feature vectors RGBXY
and RGB. With this two feature vectors, two different results are
obtained, because RGBXY considers the position X,Y besides of
the color, while RGB only consider the color of the pixels. Figure 3
show the segmenting of one image considering the feature vector
RGB 3b and RGBXY 3a.

(a) (b)

Fig. 3: Image Segmentation with k-means algorithm

3.2.1 Secuential k-means. Described in the section 2.

3.2.2 Parallel k-means. The optimization process seek to par-
allelize the nearest centroid in line 7 of the algorithm 3; because
there are no dependencies between one iteration to another. On
the other hand, the line 5 remains sequentially because each
iteration depends on the centers that have been calculated in
previous iterations. Furthermore, it may include calculating on-site
of the new centers, if done by the average, at the same time, by
calculating the belonging to each group. On the other hand, it is
important to use a critical section on line 15.

3.3 Experiments and results
After performing the respective tests with different images and
number of threads, a result table and a graph showing the speedup
of parallel algorithm is obtained. This process is explained in the
section 4.

3.4 Comparison
Analysis of the final results, conclusions and discussion, will be
discussed in section 5.

Figure 4 illustrates the input image 4a, 1600× 1000 pixels, which
is applied to the parallel algorithm with 4 threads, 20 iterations and
2, 4 and 8 centroids; segmenting into 2 groups 4b, 4 groups 4c and
8 groups 4d respectively.

4. EXPERIMENT AND RESULT
The tests were performed on an Intel (R) Core (TM) i3 2.27
GHz processor with 2.8GiB RAM. For the parallelization of the
k-means algorithm was used the OpenMP library for C++ and
images for testing as shown below.

In Figures 5 and 6, the application of image segmentation is shown
with the parallel K-means algorithm. 5a and 6a are the original
images, in 5b and 6b images are segmented with two centroids, in
5c and 6c with 4 centroids. Finally, in 5d with 32 centroids (some
centroids may not have grouped pixels) and 6d with 8 centroids.

After empirical testing images, is desired to obtain the optimal
speedup for our algorithm, which is represented by the largest
value of the inverse of the time to take a test run with N threads.
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Fig. 2: Research methodology

(a) (b)

(c) (d)

Fig. 4: image segmentation with parallel k-means algorithm

(a) (b) (c) (d)

Fig. 5: Image segmentation with the parallel k-means algorithmo

(a) (b) (c) (d)

Fig. 6: Image segmentation with the parallel k-means algorithm

For it, will take of the Figure 7, the image 7a, as test image, which
has a dimension 1600× 1000 pixels, the number of centroids will
be 20 and the number of iterations 50.

The segmentation process with different numbers of threads will
be run, which vary from 1 to 16. For each set of threads, 10 exper-
iments were conducted and the result is taken as the average time
for each of the experiments.
Figure 7b illustrated the segmentation result for one of the tests.
The test had a total time of 48.8454min.

(a)

(b)

(c)

Fig. 7: Image segmentation with the parallel k-means algorithm

Table 1 show the result of the test, where you can see the aver-
age speedup for each number of threads, average time and im-
proving respectively, compared to the sequential execution. The
optimal speedup is in the test run with 4 threads (*), having im-
proved 55% relative to the sequential algorithm and an average run-
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time 16.1881s. In (*) additional evidence that clearly show that the
speedup decreases when the number of threads increases.

Nro de hilos Speedup Time (s) Improvement (%)
1 0.0276079 36.2215 0.0000
2 0.0506200 19.7550 45.4606
3 0.0534600 18.7056 48.3577

(*) 4 0.0617736 16.1881 55.3080
5 0.0571196 17.5071 51.6666
6 0.0587511 17.0209 53.0088
7 0.0589585 16.9611 53.1739
8 0.0595100 16.8039 53.6079
9 0.0597033 16.7495 53.7581

10 0.0595853 16.7827 53.6665
11 0.0597975 16.7231 53.8310
12 0.0601453 16.6264 54.0980
13 0.0597482 16.7369 53.7929
14 0.0596862 16.7543 53.7449
15 0.0597196 16.7449 53.7708
16 0.0595534 16.7916 53.6419

100 (*) 0.0537750 18.5960 48.6603
1000 (*) 0.0525497 19.0296 47.4632

10000 (*) 0.0374081 26.7322 26.1980

Table 1. : Tests results, (*) additional tests

Figure 8 shows the pictures of average speedup depending on the
number of threads, and in the tablet 1, a clear improvement of the
parallel algorithm is observed in relation to sequential algorithm.
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Fig. 8: Speedup of parallel k-means algorithm in image segmentation

5. CONCLUSIONS
From the experiments, is concluded that the parallel k-means algo-
rithm with 4 threads, outperforms by 55% to the sequential k-means
algorithm. In the test performed, in general, the the parallel k-means
optimizes sequential k-means . In fact, for a small number of iter-
ations, or small groups images is convenient to use the sequential
algorithm. However, for large images where the processing of the
segmentation and clustering is heavy is preferable to use parallel
techniques.

From Table 1, is concluded that the optimal speedup is obtained
with 4 threads, and to increase more threads, the performance de-
crease. Furthermore, is found that the parallel algorithm has better
overall performance than the sequential. But also, the performance
tends to decrease with the number of threads as shown in the tests.

6. FUTURE WORK
In future work, the parallel k-means algorithm will be applied on
specific problems, such as, segmentation of satellite images. In that
sense, will be developed techniques for distributed processing, in
order to split an image of several mega bytes of size, on multiple
machines, so that each run a part of the process of segmentation
and clustering.
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