PCA and DWT with Resilient ANN based Organic Compounds Charts Recognition
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ABSTRACT
A supervised learning depending on the resilient propagation neural network (RPROP) procedure has been used to solve the problem of FTIR charts recognition of the organic materials by training features extracted from two methods; principal component analysis (PCA) and discrete wavelet transform (DWT). During the testing process, it was found that; the best results are obtained from features that obtained from the principal component analysis, which in turn achieve a higher accuracy rate as well as the lowest false positive rate (where it gets accuracy rate about 97.22\%, where the false positive rate about 2.7 \%), where DWT get an accuracy rate about 91.6\%, where the false positive rate about 8.3\%.

Keywords
FTIR spectrum; Discrete Wavelet Transform; Principal Component Analysis; Resilient Propagation Neural Network

1. INTRODUCTION
IR is a spectroscopy of the vibrations of the molecules that form the material and records absorptions of IR light that caused because of all the chemical bonds that found among all the molecules. Infrared (IR) spectral data plays an important role in many areas of applications such as applications depending on computer-based approaches for the interpretation of IR spectrum and can be classified into three fields [1]:

1) Knowledge-based systems in which depend on chemical expertise is encoded to assist in spectra interpretation;
2) Pattern recognition methods that used different data analysis tools such as statistics, and neural networks;
3) Search in spectral libraries by taking unknown spectra and comparing it with known spectra in library to know it.

Fourier Transform Infrared (FTIR) Spectroscopy is a non-destructive analytical technique that used for identifying and analyzing organic materials. It can also be used in the analysis of solids, liquids and gases. The name of FTIR comes from the way in which the data is measured and converted into a spectrum in the frequency domain by using a mathematical technique that known as Fast Fourier transform (FFT). FTIR spectrum is equivalent to the "fingerprint" of the material. Therefore, it can be utilized in either quantitative or qualitative analysis. There are many researchers used the FTIR spectrum in their research to explore information from it in many areas where Plamen N. Penchev et al. (1999) [2] had classified the IR spectrum by determining the presence or absence of 20 chemical substructures in the spectrum. By deriving two types of features, the first one measures the intensity of the spectral band between two intervals, and the second one is measured from the logarithmic absorbance ratio. R. Linker et al. (2007) [3] presented a method for identifying of five Mediterranean soil types by PCA scores as features, linear discriminant analysis and probabilistic neural networks as classification methods. The results show that very high percentages of correct classification are achieved the use of the two methods. Congo Cheng et al. (2007) [4] classified FTIR cancer data of lung cancer as normal, early and advanced cancer, by using continuous wavelet analysis as feature extracted method and BPNN model for identification process. The identification accurate rate is 100\% 100\%: 90\% for normal, advanced cancer and early cancer respectively. Marjana Novt'e. (2008)[5] they used hadamard transformation and Kohonen and counter propagation neural networks for prediction of structural fragments of an unknown compound from its infrared spectrum. They found that more than 90\% of structural fragments were predicted correctly. Yessi Jusman et al. (2009) [6] diagnose normal and abnormal Cervical Precancerous cells by extract eight new features of frequency ranges and used some kind of ANN for classification. The best result was obtained from Levenberg-Marquardt Back-propagation (trainlm) algorithm because it gives 96.7 \%. XIE Yi-bin et al. (2011) [7] diagnosed normal and malignant colon tissue of colon cancer by use principal component analysis (PCA) and support vector machine for classification. The classification result was 92.9\% and 92.3\% for sensitivity and specificity respectively.

2. METHODOLOGY
The block diagram that explains the whole methodology of this research is shown in Fig 1 for training and Fig 2 for testing. It can be seen that the proposed system is divided into three main parts: Preprocessing, feature extraction and classification.

The preprocessing is the first stage where original FTIR signals prepared for the next step by removing the possible noise that may occur. It's divided into three stages: smoothing, normalization and choice of region of interest, where the fingerprints of all the samples are in it. The next stage is the feature extraction stage, where (DWT) and (PCA) are used separately for the purpose of feature extraction. The last step is using (RPROP) for the purpose of classification. In this research, nine different materials spectrums of simple organic materials are used. Each spectrum of each material presented by 2 axes (X and Y) and each spectrum is represented by 934 points, where the X axis represents wavenumbers measured by (cm\(^{-1}\)) and it is the same for all the different materials and Y axis represents the transmittance of the material and it's different from one material to another.
2.1 Database collection
The data were collected in college of education for woman in university of Anbar by using the Thermo scientific device of serial number AFM0900533 IR 100. A few milligrams of samples were mixed with a few milligrams of KBr powder. By putting the mixture in a die and pressure it, a thin disc (Pellet) is made for using it for examination. After that put this pellet in the FTIR spectroscopy that measures the spectrum.

2.2 Preprocessing
The digital filter technique was used for noise removal (such as small unwanted peaks that caused because of environmental effects). It is also used for smoothing signals. We used Savitzky-Golay filter that is used for smooth the chemistry signals by using a third degree polynomial and a window size of 25 points. The next step is to normalize the data because some samples are needed for normalization to reduce the testing error and to organize data efficiently. The third step is to choose the region of interest and because most the functional groups that give the graph it's fingerprint by their vibration manner are not exceeded these two periods (550-3500) so we can only choose this region as a region of interest.

2.3 Feature extraction
It is important after the preprocessing stage to extract the features from the FTIR waveform for signal analysis by using discrete wavelet transform or PCA for this purpose.

2.3.1 Wavelet transforms
Wavelet is time frequency idea that comes in the eighties and becomes widely used in many fields such as signal processing, image processing, engineering applications, fluid dynamics, and other fields because it provides a reconstruction of the signal without redundancy [8]. There are two types of wavelet methods: discrete wavelet transform (DWT) and continuous Wavelet Transform (CWT). The ability of WT to decompose any given signal into a multiscale presentation makes it suitable to analyze a given signal on different frequency bands, and helps in defining the most essential scales of that signal [9]. In this work discrete wavelet transformation was used.

Discrete wavelet transforms is a linear transformation that works on a data, these data have a length equal to an integer number of power two [10]. The discrete wavelet transform (DWT) is the standard wavelet transform algorithm, which uses the set of dyadic scales and translates of the mother wavelet to form an orthogonal basis for signal analysis. The equation of discrete wavelet transform and it's inverse can be expressed as [11].

\[ a_{j,k} = \int_{-\infty}^{\infty} f(t) \psi_{j,k}(t) dt \]  
\[ f(t) = \sum_{j} \sum_{k} a_{j,k} \psi_{j,k}(t) \]

where function \( \psi(t) \) called the generating or mother wavelet.

In the proposed method, the signals were passed into two filters (low pass filter and high pass filter) as shown in Fig 3. The result of this process is two subsets of coefficients that result from high pass (HPF) filter and the approximation coefficients that result from low pass filter (LPF).

So by applying multi_decomposition through passing the approximation subset to low pass filter and high pass filter, the filter that used is simple haar transform filter. Fig.4 show results of this step.
2.3.2 Principal component analysis (PCA)

The feature extraction algorithm can be achieved based on the ability of the PCA, where it is one of the oldest techniques, and has been rediscovered many times for finding a map from the original feature space to a lower dimensional feature space [12]. In the next way X (Wavenumbers) and Y (Transmittance) axis signals were used to compute PCA for each spectrum as shown in Fig.5.

**step 1 Data Adjusting:** Is done by subtracting the mean of each axis from the original axis data for centering data by making it's mean equal to zero.

\[
x_{\text{new}(i)} = x(i) - \bar{x} \tag{3}
\]
\[
y_{\text{new}(i)} = y(i) - \bar{y} \tag{4}
\]

where \(\bar{x}, \bar{y}\) represent the mean of the \(x\) and \(y\) axes respectively.

**step 2 Find the Covariance Matrix:** The covariance can be calculated from mean centered data using the equation

\[
cov = \frac{1}{m-1} AA^T, \tag{5}
\]

where \(A\) is the array that needs to compute covariance for it, \(A^T\) is the transpose of array \(A\). The basic formula for Covariance is expressed as

\[
cov(x, y) = \frac{\sum (x-y)(y-y)}{m-1} \tag{6}
\]
\[
cov(x, y) = \frac{\sum x_{\text{new}(i)}y_{\text{new}(i)}}{m-1} \tag{7}
\]

**step 3 Compute Eigen Values & Eigen Vectors (Feature vector):** For the purpose of computing eigenvalues and eigenvectors we must apply this equation

\[
A v = \lambda v \tag{8}
\]

where \(A\) is \((M \times M)\) matrix, \(V\) is \((M \times 1)\) non-zero vector, \(\lambda\) is scalar.

where the scalar \(\lambda\) is an eigenvalue of \(A\) if there exists a non-zero vector \(v\). So \(v\) can be denoted as eigenvector and \(\lambda\) as their corresponding eigenvalues. All the vectors \(v\) satisfying \(A v = \lambda v\) is called Eigenspace of \(A\) corresponding to eigenvalue \(\lambda\). We can rewrite the condition \(A v = \lambda v\) as

\[
A v = \lambda v \tag{9}
\]
\[
A v - \lambda v = 0 \tag{10}
\]
\[
(A-\lambda I) v = 0 \tag{11}
\]

where \(I\) is \(n \times n\) identity matrix.

By finding the roots of \([A-\lambda I]\) that will give the eigenvalues and for each of these eigenvalues there will be an eigenvector, this eigenvector can be considered as the weights in a linear transformation when computing principal component scores.

**step 4 Compute Row Feature Vector:** it can be found by transpose of Eigenvectors matrix.

**step 5 Compute New Data Set**

\[
\text{New (Final) Data} = \text{Row Feature Vector} \times \text{Row Data Adjust.}
\]
After finding the PCA, the results show that the first 70 features of the second principal component analysis are enough for recognition, where it will be fed into the neural as inputs.

**3. CLASSIFICATION**

For the purpose of classifying the algorithm of resilient propagation neural network (RPROP) was used, where it was produced by Riedmiller and Braun in 1993 as an adaptive learning process [13-15] and it’s one of the best training methods for neural networks, where it’s used for feed-forward neural network learning method of supervised learning. In this algorithm the weights adjusted using the following equation

\[ w_i(t + 1) = w_i(t) + \Delta w_i(t) \]  

The weight is updated \( \Delta w_i(t) \) depending on the sign of the derivative. When the derivative sign is positive that the mean error increased, the weight is decreased by its update-value, but if the derivative is negative, and the update-value is added [14, 15]:

\[
\Delta w_i(t) = \begin{cases} 
-\Delta(t), & \text{if } \frac{\partial E(t)}{\partial w_i} > 0 \\
-\Delta(t), & \text{if } \frac{\partial E(t)}{\partial w_i} < 0 \\
0, & \text{else}
\end{cases}
\]

So we can write the previous weights adjusted equation as

\[ w_i(t + 1) = w_i(t) - \text{sign} \left( \frac{\partial E(t)}{\partial w_i} \right) \Delta_i(t) \]  

Where the \( t \) is the iteration number, \( \frac{\partial E(t)}{\partial w_i} \) partial derivative and \( \Delta_i(t) \) is updated-value. Each weight has its individual update-value. Where update-value follows the next learning rule [14, 15]

\[
\Delta_i(t) = \begin{cases} 
\eta^+ \times \Delta(t - 1), & \text{if } \frac{\partial E(t-1)}{\partial w_i} \times \frac{\partial E(t)}{\partial w_i} > 0 \\
\eta^- \times \Delta(t - 1), & \text{if } \frac{\partial E(t-1)}{\partial w_i} \times \frac{\partial E(t)}{\partial w_i} < 0 \\
\Delta(t - 1), & \text{else}
\end{cases}
\]

There is one exception, if the partial derivative changes sign, i.e. the previous step was too large and the minimum was missed, the previous weight-update is reverted [15]

\[ \Delta w_i(t + 1) = \Delta w_i(t - 1), \text{ if } \frac{\partial E(t-1)}{\partial w_i} \times \frac{\partial E(t)}{\partial w_i} < 0 \]

**4. RESULTS**

The topology of (RPROP) that used for this research is: input layer with 191 neuron for Wavelet features and 70 neuron features for PCA, one hidden layer with 50 neurons. The output layer has 9 neurons, which produces nine classes of the output represented as (000000001, 000000010, ......., 1000000000).

This section will be compared between the experimental result obtained from (DWT) and experimental result obtained from (PCA).

Results are based mainly on calculating the accuracy rate and False Positive Rate (FPR) for implementing spectrum recognition system. They are given by

Accuracy Rate (AR) = \( \frac{N_R}{N_T} \times 100 \)

False Positive Rate (FR) = \( \frac{N_F}{N_T} \times 100 \)

Where \( N_T \) is the total number of all samples of the material, \( N_R \) is the number of correctly recognized as the correct material, \( N_F \) is the total number of spectrums that are not recognized well as the correct material. Tables (1) and (2) show the results of a test of each of the nine materials for (DWT) and (PCA) feature extraction methods, where (PCA) has an accuracy rate equal to 97.22% compared with the accuracy rate obtained from (DWT), where it was equal to 91.6%, while the false positive rate (FPR) for the (PCA) and (DWT) were 2.7%, 8.3% respectively.

**Table 1. Results with (DWT) features.**

<table>
<thead>
<tr>
<th>Metrial Name</th>
<th>Training set</th>
<th>Testing Set</th>
<th>N_R</th>
<th>N_F</th>
<th>AR%</th>
<th>FR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aminobenzoic Acid</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Benzoic Acid</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Caffeine</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Glucose</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Glycine</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Indol</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Phthalic Acid</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Picolinic Acid</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>45</strong></td>
<td><strong>36</strong></td>
<td><strong>33</strong></td>
<td><strong>3</strong></td>
<td><strong>91.6</strong></td>
<td><strong>8.3</strong></td>
</tr>
</tbody>
</table>
Table 2. Results with PCA features

<table>
<thead>
<tr>
<th>Material Name</th>
<th>Training set</th>
<th>Testing Set</th>
<th>N_r</th>
<th>N_f</th>
<th>FR %</th>
<th>FR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aminobenzoic Acid</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Benzoic Acid</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Caffeine</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Glucose</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Glycine</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Indol</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Phthalic Acid</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Picolinic Acid</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>36</td>
<td>35</td>
<td>1</td>
<td>97</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig 6: Experimental results of total accuracy and (FPR) for both approaches

Table 3. Comparison results for two feature extraction approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Training Time(S)</th>
<th>Epoch</th>
<th>Gradient</th>
<th>Accuracy (%)</th>
<th>FPR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWT</td>
<td>0.00.02</td>
<td>13</td>
<td>0.00016302</td>
<td>91.6%</td>
<td>8.3%</td>
</tr>
<tr>
<td>PCA</td>
<td>0.00.02</td>
<td>22</td>
<td>0.05357304</td>
<td>97.22%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, some samples of simple organic compounds are collected, preprocessed and their features are extracted by using DWT and PCA approaches where the second principal component analysis was used rather than the first principal component analysis because the first principal component analysis will be having the same results because it occurs by applying this law

New (Final) Data = Row Feature Vector × RowData Adjust.

Where (RowData Adjust) represent x and y axes values. So the first principal component will obtain by multiplying (Row Feature Vector) by x axis data, so that will not provide variation because x axis is equal to all the nine materials where it represents wavenumber. So the features extracted by using one of these two previous DWT and PCA approaches are trained using resilient propagation neural network (RPROP). Table (3) shows the difference between the two feature extracted methods (DWT and PCA), where it provides that, where this approach will extract better features than (DWT), where the accuracy rate of PCA was 97.22%, with a false positive rate equal to 2.7%, where the accuracy of DWT was 91.6%, with a false positive rate equal to 8.3% even if the epoch of DWT is smaller than that of PCA.
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