ABSTRACT
An important function of any modern digital communication system is error control coding (ECC). Such coding is the field of communications that deals with techniques for detecting and correcting errors in a signal. ECC is especially useful in wireless communication systems. RS codes are the most powerful in the family of linear block codes and are arguably the most widely used type of error control codes. RS code is a type of Forward Error Correction (FEC) code and it is a non-binary, linear and cyclic block error correcting code. In this paper, the proposed work is to implement the encoder and decoder of Reed-Solomon (RS) coding scheme on the platform of VLSI using the Euclid’s algorithm. Implementation will be done on VLSI Hardware Description Language (VHDL) and the operation and results can be seen on Field Programmable Gate Array (FPGA).
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1. INTRODUCION
Digital communication is used to transport an information bearing signal from the source to a destination via a communication channel. A code is the set of all the encoded words, the code word that an encoder can produce. When the encoded data gets combined, it becomes a code. Reed-Solomon error detecting and correcting codes (RS codes) are widely used in communication systems and data storages to recover data from possible errors that occur during transmission and from disc error respectively. Reed Solomon (RS) encoders and decoders are extremely powerful error detecting and correcting tools that increase transmission quality to a great extent. RS codes operate on the information by dividing the original message stream into blocks of data and add redundancy per block depending only on the current inputs. One typical application of the RS codes is the Forward Error Correction (FEC), the scheme is presented in Figure [a].

![Fig [a] Forward Error Correction scheme](image)

1.1 Reed Solomon Codes
The codes of Reed Solomon are non binary BCH codes belonging to the Galois fields GF (q=2^m). Each symbol q-areas of the body can be represented by m binary elements. The main Reed Solomon code parameters are (n, k, d) with n representing the length words of the codes, k representing the length of the information messages and d its Hamming distance. The (15, k, d) Reed Solomon code is wholly defined by the generator polynomial g (x). The primitive and irreducible polynomial is of the form P(x) = x^4 + x +1. The Galois field contains 16 elements and a is a root of P(x). The generator polynomial g (x) characterizes the properties of the code. The size of the symbols is 4 bits.

A Reed-Solomon encoder or decoder needs to carry out arithmetic operations. These operations require special type of hardware or software functions to implement them. Reed-Solomon codes are QM-ary BCH codes (q=2). The parameters of these codes are

- Code word length (n) = 2m - 1 (symbol)
- Symbol length (width) = m (bit)
- Error correcting capability = t (symbol)
- Number of parity symbol (n - k) = 2t (symbol)

1.2 RS ENCODER
Encoding is achieved by affixing the remainder of a Galois Field (GF) generator polynomial division into message. The mathematics behind RS encoding is based on finite arithmetic. GF multipliers are used for the encoding the information. In this message of k*m bits is divided into k Symbols, each symbol being an m-bit element from GF (2m). A total 2t parity symbols are appended to the message. Mathematically the transmitted code-words are systematically encoded and defined in as a function of transmitted message m(x), generator polynomial g(x) and the number of parity symbols 2t as:

Multiply the message m(x) by x^2t
From the parity b(x), by dividing the above result by generator polynomial,

From the codeword: C(X) = m(x)x^2t + b(x)

Where, g(x) is a generator polynomial of degree 2t and given by

\[ g(x) = (x + \alpha), (x + \alpha^2), (x + \alpha^3) \ldots \ldots \ldots (x + \alpha^y) \]

1.3 Operation
Reed-Solomon codes are systematic codes, so for encoding the information symbols in the codeword are placed as the higher power coefficients. Therefore any Reed-Solomon encoder should perform the division operation and shifting operation properly. Both these operations can be performed using the Linear-feedback shift registers. The encoder architecture given below shows that one input to each multiplier is constant field element which is coefficient of generator polynomial g(x). For a specific block, the information polynomial m(x) is given to the encoder symbol by symbol basis. These symbols then appear at the output of the encoder after a desired latency is achieved, where control logic feeds it back through the adder to produce the related parity. This process continues until all of the k symbols of m(x) are input to the encoder. During this process, the control logic at the output enables only the input path, while
keeping the path of parity disabled. The fig shows the block diagram of the RS encoder. The circuit performs polynomial division of the message polynomial \( m(x) \) by the field generator polynomial \( g(x) \). The remainder of the division, i.e. \( b(x) \) is stored in the \( 2t \) parity register.

![Figure 1: Encoder circuit for the RS (15, 9 and 7)](image)

### 1.4 RS Decoding

The channel of transmission, especially in critical applications like space, submarine, nuclear introduces a big amount of noise into the information message. Thus the input codeword is received at the receiver end as codeword i.e. \( c(x) \), plus any channel induced errors, \( e(x) \), say \( r(x) = c(x) + e(x) \). The decoding procedure for Reed-Solomon coding scheme includes determining the locations and magnitudes of the errors in the received polynomial \( r(x) \). Locations are those powers of \( x \) in the received polynomials whose coefficients are in error. Magnitudes of the errors are the symbols that are added to the corrupted symbol to find the original encoded symbols. These locations and magnitudes constitute the error polynomial. Also, if the decoder is built to support erasure decoding, then the erasure polynomial has to be found. An erasure is an error with a known location. Thus, only the magnitudes of the erasures have to be found for erasure decoding. This stage involves the solving of the \( 2t \) syndrome polynomials from the previous stage. These polynomials have \( v \) unknown terms, where \( v \) is the number of unknown errors prior to decoding.

#### 1.4.2. Determination of error-locator polynomial

After computing the syndrome polynomial, next step is to calculate the error values and their respective locations in code. This stage involves the solving of the \( 2t \) syndrome polynomials from the previous stage. These polynomials have \( v \) unknown terms, where \( v \) is the number of unknown errors prior to decoding.

#### 1.4.3. Solving the error locator polynomial:

Once the error locator and error evaluator polynomial has been obtained, the next step is to evaluate the error polynomial and to obtain its roots. The roots that obtained will now point to error location in the received message. RS decoding generally implements the Chien search algorithm to implement the same.

#### 1.4.4. Calculate error value

Once the errors are located, the next step is to use the syndromes and the error polynomial roots to derive the error values. Forney’s Algorithm is used for this purpose. It’s an efficient way of performing a matrix inversion, and it involves two main stages.

#### 1.4.5. Error correction

If the error symbol has any set bit, it means that the corresponding bit in the received symbol is having an error, and must be inverted. To automate this correction process each of the received symbol is read again, and at the each error location the received symbols are XORed with the error symbols. Thus the decoder corrects any errors as the received word is being read out from it.

![Fig [b] General Architecture of RS Decoder](image)
2. APPLICATIONS OF RS CODES
The Digital Audio Disc
It can safely be claimed that Reed-Solomon codes are the most
commonly used digital error control codes in the world. This
claim is mainly due to the fact that the digital audio disc
or compact disc uses Reed-Solomon codes for error correction
and error concealment. Special properties of Reed-Solomon
(RS) codes make the sound quality of the compact disc as
impressive as it is (the signal-to-noise ratio at the output
exceeds 90 dB). The compact disc system uses pair of cross-
interleaved Reed- Solomon codes. However, when
Convolutional and Reed-Solomon codes are used in
concatenated systems, acceptable coding gains are achievable.
A Convolutional code is used as internal code, while a Reed-
Solomon code is used to correct errors at the output of the
Convolutional (Viterbi) decoder. The most famous application
of the concatenated Reed-Solomon system was in the Voyager
expeditions to Uranus and to Neptune.

Error Control coding for Systems with Feedback:
Wicker and Bartz examine various means for using Reed-
Solomon codes in applications that allow the transmission of
information from the receiver back to the transmitter. Such
applications include mobile data transmission systems and high-
reliability military communication systems.

Spread-Spectrum Systems:
Reed-Solomon codes can be used in the design of the hopping
sequences in spectrum. If these sequences are selected
carefully, the interference by unintended users in a multiple
access environment can be reduced to a great amount.

Satellite Broadcasting or Digital Video Broadcasting (DVB):
The demand for satellite transponder bandwidth continues to
grow, especially in the area of television and IP traffic.
Transponder availability and bandwidth constraints have put
limits on this growth, because transponder capacity is
determined by the selected modulation scheme and Forward
Error Correction (FEC) rate. BPSK coupled with traditional
Reed Solomon and Viterbi codes have been used for nearly 20
years for the delivery of digital satellite TV.

3. BLOCKSIZE PERFORMANCE OF RS CODES
As seen the family of curves in Figure 5 where the rate of the
code is held at a constant 0.8, while its block size increases
from $n=7$ symbols ($m=3$ bits per symbol) to $n=127$ symbols
(with $m=7$ bits / symbol). Thus the block size increases
from 21, 60 bits to 889 bits. It is seen that the error-
correcting codes become more efficient (error performance
improves) as the block size increases because the effect of noise
becomes less than that for small block size, the noise duration
has to represent a relatively small percentage of the large code
word, where the received noise should be averaged over a long
period of time. This makes R-S code an attractive choice
whenever long block code lengths are desired, hence optimum
chosen is large code word as it is possible to approach better
performance. But, very large code word will increase
complextiy in implementations as well.

![Figure 5](image-url.com/figure5.png)

**Fig [c] Reed-Solomon performance as a function of symbol**

4. CONCLUSION
Reed–Solomon codes are one of the most powerful and efficient
non-binary error – correcting codes for detecting and correcting
burst errors. The analysis shows that code gain with high code
rate is better than that of the lower one. The analysis showed
that code gain with high code rate is better than that of low code
rate. The work also showed that the error-correcting codes
become more efficient as the block size increases because the
effect of noise becomes less than that for small block size. An
irreducible generator polynomial is used for generating the
encoded data called codeword. All encoded data symbols are
elements of the Galois field defined by the parameters of the
application and the properties of the system. Usually the
encoder is implemented using linear shift registers with the
feedback. Then the decoder checks the received data for any
errors by calculating the syndrome of the codeword by division.
If an error is detected, the process of correction begins by
locating the errors first. The approximate location of the errors
is calculated by using “Chien-search algorithm”. Then the
magnitude of the error is calculated using Forney’s algorithm.
The magnitude of the error is added to the received codeword to
obtain a correct codeword. Reed–Solomon codes are efficiently
used for compact discs to correct the bursts which might occur
due to scratches or fingerprints on the discs. Reed–Solomon is
the single best solution for error control system that can match
reliability performance in mobile environment. RS codes are
finding increasing use in applications where highly efficient
information transfers over bandwidth in the presence of data-
corrupting noise is desired. The results showed that the area
occupied is low and the latency is very high i.e., both the
parameters are convincing. Hence, we have decreased the
latency and the area occupied by adopting architecture in which
each block is pipeline and/or parallelized.
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