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ABSTRACT
Data is being produced in new forms and unimaginable quantities. Researches and other scientific and commercial applications are engaging the scientific community for their size and need of faster accessibility. The conventional access methods previously available in multidimensional databases are no longer suitable for the new form of data produced. In traditional databases, multicolumn index is created using B-tree [5]. This indexing cannot slide over columns, so the primary index column must be in the WHERE clause filters of the query. The R-tree [3], an extension of the B-tree, is a hierarchical, height balanced multidimensional indexing structure that guarantees space utilization above a certain threshold. But the data produced in most of the cases are not spatial in nature. Therefore, the data should be restructured in order to map the non-spatial data to geometric space. Thus, the multidimensional accessibility of spatial access methods, experimented on non spatial data for the first time and the analysis of which has produced interesting results forms the major contributions of this paper. The sequence of procedures followed to arrive at the analytical study is as follows:

1. The packing of non spatial data converts the data into a form that paves the way for multidimensional access, similar to using spatial access methods for spatial data.
2. The proposal of reduction of overlap of data using Hilbert curves for ordering the data before insertion into the proposed indexing structure.
3. The proposal of a new index structure, Hilbert ZR+ Tree [HZR+ Tree].
4. A collection of experiments and analysis which validates and proves the efficiency of the proposed data model.
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1. INTRODUCTION
Hilbert ZR+ tree is a clustered model of ZR+ Tree[1] which is based on the Hilbert space filling curve. It is a height balanced tree like R-tree, with a fill-factor F. Pre-processing of the required column values among a set of tuples in the relation is done and a range is computed based on the minimum and maximum values of each dimension among those tuples. This forms the rectangle entry and is termed as Minimum Bounding Rectangle (MBR) similar to R-tree, thus the multicolumn values are converted into key values of the required multi-dimensions and are then inserted into the node. The fill factor F signifies the number of key values possible at each node of the tree. Every other node, either leaf or intermediate node, has between F/2 and F entries. The leaf node points to the actual pre-processed data in the database. Each entry in a leaf node signifies the set of rows converted into an interval in each dimension. The intermediate node holds references that point to its children (leaf nodes or the next level of intermediate nodes), the MBRs corresponding to its children, and its own MBR. Unlike B-trees, the keys in HZR+-trees are multidimensional attributes that are either difficult or not feasible to define in a linear fashion.

2. MULTIDIMENSIONAL INDEXING STRUCTURES-A LITERATURE SURVEY

2.1 R-Trees
R-trees [3] are a direct extension of B+-trees in k-dimensions. The data structure is a height-balanced tree which consists of intermediate and leaf nodes. R-Trees are Rectangular Trees in which the every node in the tree is a rectangle. The root will be larger rectangle which will enclose all lower level rectangles. Data objects are stored in leaf nodes and intermediate nodes are build by grouping rectangles at the lower level. Each intermediate node is associated with some rectangle which completely encloses all rectangles that correspond to lower level nodes.

Limitations of R-tree
- In R-trees, sub-regions can overlap. So leads to more expensive searching.
- Single query traverse multiple branches.
- It tends to degrade performance

2.2 R+-Trees
The R+-tree [7], first proposed in 1987 by Sellis et al, uses a clipping approach to avoid overlap between regions at the same level. As a result of this policy, a point query in the R+-tree corresponds to a single path tree traversal from the root to a single leaf. The R+-tree exhibits better search performance, making it suitable for applications where search is the predominant operation. In simple words, R+-trees do not allow overlapping of MBRs at the same tree level. In turn, to achieve this, inserted objects have to be divided in two or more MBRs, which mean that a specific object’s entries may be duplicated and redundantly stored in several nodes. R+-trees are considered to be one of the most efficient indexes for supporting point and range queries.

Limitations of R+-tree
- Since rectangles are duplicated, an R+-tree can be larger than an R tree built on same data set.
• R+-trees generally perform better for search operations, although this benefit comes at the cost of higher complexity for insertions and deletions.

• Certain conditions where it is Unable to insert, Unable to split

2.3 ZR+ -Trees
ZR+ Tree [1] was proposed in 2009 which considered clipping procedure to avoid overlaps even at the leaf nodes and thereby multiple path searches. It is also a height-balanced tree (like R-Tree) which consists of intermediate and leaf nodes. Limitation of ZR+ Tree [1] is that when the data is skewed the number of overlaps of the tree nodes will be more resulting in many number of clippings which increases the insertion cost. Moreover when a non spatial domain like marketing domain is concerned too many numbers of clippings will not have any semantically acceptable information. This caused the introduction of the proposed indexing structure the Hilbert ZR+ tree, the detailed algorithms and implementation of which is given in later chapters.

The main challenge is in using spatial access methods to operate with non spatial data. The major issues in this context include providing a spatial representation to non-spatial datasets and a data model for handling multidimensional non spatial data.

3. HILBERT ZR+ TREE INDEX MODEL

3.1 Packing of Data
Let D be the database, R be the relation and X be the set of attributes of R. Let Y be the subset of X which are the dimensions of interest. Let p be one of the attributes in Y which will be the key dimension. To get d-dimension interval for the spatial representation of these dimensions, the preprocessing is done. The tuples in R are sorted based on p. Then the dimensions other than p are taken for forming the MBRs to be inserted into a node. Let T be the range to be considered for forming the MBR. The tuples which have been sorted on the basis of p are taken in a group of T. The maximum and minimum of each dimension other than p are found and suitable data structure is framed to insert the MBR in the node of HZR+ Tree.

In the sample database, the dimensions are product, day and sales, and naturally every sales value is described by the associated product and day. For forming a range, the day dimension is organized into weeks. For each tuple (p, d, s) where d is the day of the year, p the product id, and s the sales, an association can be made to a set of numeric values Unit Price, Quantity Sold and Expense. The multidimensional index to be created is based on these three attributes. When indexes are to be created on multiple attributes, HZR+ Trees use spatial access methods for data storage and retrieval of data in non-spatial domain.

During preprocessing step, sale values for 4 consecutive days were considered for each product. For forming a range, the day dimension is organized into weeks. For each tuple (p, d, s) where d is the day of the year, p the product id, and s the sales, an association can be made to a set of numeric values Unit Price, Quantity Sold and Expense. The multidimensional index to be created is based on these three attributes. When indexes are to be created on multiple attributes, HZR+ Trees use spatial access methods for data storage and retrieval of data in non-spatial domain.

This data finally leads to the following HZR+-tree structure with nodes named by the rectangles they point to.

Now to insert a new node G into the HZR+-Tree.
Figure 5: To insert rectangle G
Calling the INSERT algorithm now will first of all lead to a call to ISOVERLAPPING which calls GETLEAFNODES. This algorithm traverses the tree from the root to its leaf and finally identifies R1 and R2 as the rectangle which overlaps with the object to be inserted. The algorithm's path through the tree is shown by the following figure.

Figure 6: HZR+-Tree to insert G
Having now identified the place where to insert the new object into the tree, the main part of the Insert algorithm will clip the object vertically into G1 and G2 to be inserted into the tree. On finding that there is not enough space left to insert the new object SPLITNODE is called on R2 to split into two nodes R21 and R22 with the resulting node’s MBRs being minimal. The first split will be R2 and the MBR of the second split will be named R3.

Figure 7: After Split

Figure 8: Tree after inserting G1
Now, as nodes have been split and the new object G1 has been inserted into the tree, a call to ADJUSTTREE is made to ensure that all nodes preceding the node that has been changed are accordingly changed themselves. The resulting tree after the first split and insertion of the node G1 is illustrated in the figure. Next G2 has to be inserted in R1 calling for SPLITNODE and ADJUSTTREE again. The process of splitting can be illustrated as in figure 7. No further split is required and finally the resulting tree containing the new object looks as shown below.

Figure 9: HZR+-Tree after split
Let T be the root of a given HZR+-tree. Let S be the search rectangle, the algorithm is intended to identify all index records whose rectangle overlap S. The index entry is denoted by E’s rectangle E.I and its TID or CP by E.p. The input is a search rectangle (Query box). The search starts from the root node of the tree. Every internal node contains a set of rectangles and pointers to the corresponding child node and every leaf node contains the rectangles of the original data cluster (the pointer to some spatial object can be there). For every rectangle in a node, it has to be decided if it overlaps the search rectangle or not. If yes, the corresponding child node has to be searched also. Searching is done like this in a recursive manner until all overlapping nodes have been traversed. When a leaf node is reached, the contained bounding boxes (rectangles) are tested against the search rectangle and their objects (if there are any) are put into the result set if they lie within the search rectangle.

Now the search algorithm is used to find all data objects overlapping an object described by the hatched MBR in the following diagram.
The algorithm of course starts its work at the root node. As the object’s MBR overlaps R2, search will continue in the sub trees of only R2. Traversing the sub tree of R2, the search will reach node R21. Further moving down the leaf nodes will be reached. Rectangles A and G are found to overlap the search object and since they are leaf nodes the search will end there. Finally search will return nodes G and A overlapping the search rectangle and therefore these objects make up the result of the search. At last, the following graph is meant to visualize the path of this search through the tree structure.

5. RESULT AND ANALYSIS

5.1 Performance analysis with PostgreSQL and MS SQL

The experimental analysis is done using PostgreSQL database, MS SQL and Oracle. Datasets of size 10000, 50000, 100000 and 200000 have been considered. In PostgreSQL as well as MSSQL, the default index i.e. B-Tree is compared with the implementation of HZR+-tree index. A comparison with a modified version of R-Tree, NSR-Tree (Non-Spatial R-tree) has also been done. The analysis is done on table without index and on the table with index in PostgreSQL and with index in MSSQL. Experiments have been done with fill factor 3 because 3 is the default fill factor of the implementation. The minimum fill factor for PostgreSQL B-tree index structure is 10 and hence 11 is taken as another fill factor. Experimentation was done with fill factor 90 too. In MSSQL, analysis is done with fill factor 90.

The range/point queries which are used for analysis are:

- select * from table_name where day between 1 and 14 and sales between 1000 and 20000
- select * from table_name where day between 1 and 14 and sales between 1000 and 2000
- select * from table_name where day between 2 and 5
- select * from table_name where sales between 1000 and 20000 and day between 1 and 5
- select * from table_name where sales between 1000 and 20000 and day between 1 and 14
- select * from table_name where day=5 and sales=2614

Figure 12 to Figure 15 shows the execution time to get the leaf node using HZR+ tree, R Tree and B-tree. The reason for using B-tree structure for comparison is that in PostgreSQL and MSSQL, the non-spatial data is not indexed using R-tree index.

Here, from the experiments, it is shown that for range queries, HZR+ tree performs better than conventional B-tree index.

The X-axis shows the queries 1 to 8 as described above. Y-axis shows the leaf node retrieval time for these queries. The comparisons have been made for 7 cases.

- a. With B-tree index fill factor 90, 11 and 100
- b. HZR+ tree fill factor 3, 11, 90 and 150
the database only after the number of rows required for forming the rectangular data from the point data could be considered. If queries with particular filter clauses were executed on the database beyond a certain threshold, creating an index dynamically based on the filter attributes could be considered for future work. Based on the number of dimensions, learning an optimal fill-factor provides scope for further research as well. This would drastically improve the performance of the database management system.
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