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ABSTRACT 

The role of Real Time video surveillance System has been 

elevated due to increased importance in safety and 

security.Traditional systems need human operators to 

understand the activities of objects of interest and take 

decisions. However, humans do make mistakes. The main 

reason is the nature of the task is passively watching multiple 

monitor screens where nothing special happens for a long 

period of time. 

The Proposed Real Time video surveillance system is capable 

of detecting objects of interest, classify and track them 

.TheReal time surveillance system with the capability of 

detecting and recognizing motion of a walking person in 

video which can lead to useful autonomous system. This can 

be done by using Gait Analysis for tracking scenarios and 

generating notification to authoritative person.  

General Terms 
Video surveillance system 

Keywords 

Gait analysis, GEI (Gait Energy Image), PCA (Principle 

Component Analysis), MDA (Multiple Discriminant 

Analysis) 

1. INTRODUCTION 
Due to increasing threats of terrorist,now a daythe advanced 

video surveillance systems are more into use. In order to 

prevent the occurrence of potential danger,these systems 

needs to analyse the behaviors of people. 

One of these surveillance systems is the system proposed to 

identify an individual efficiently and accurately. Controlled 

environments such as school, colleges, offices, railway 

stations, airports etc.where these systems needto quickly 

detect threats. 

Gait as a biometric has many advantages which makes it an 

attractive proposition as a method of identification. A main 

advantage of Gait is its unobtrusive identification. So even 

from far distance we can identify threat.  

Thisfacility gives the userenough time to identify the suspect 

before he could become a possible threat. Video footage of 

suspects are readily available with user, as surveillance 

cameras are comparatively low cost and installed in prime 

locations requiring  security ,in these cases the video needs to 

be checked against that particular suspect.  

2. GAIT FOR VISUAL SURVEILLANCE 

2.1 Introduction 
The problem of “who is entering the area under surveillance” 

is of increasing importance for visual surveillance. Such type 

of personal identification can be treated as a special behavior-

understanding problem. Human gait are now regarded as the 

main biometric features that can be used for personal 

identification in visual surveillance systems.In this case Gait 

Analysis is going to be used; Gait refers to the style of 

walking of an individual. It includes both the appearance and 

the dynamics of human walking motion. Human gait is an 

identifying feature of a person that is determinedby his/her 

weight, limb length, and habitual posture. And Gait 

recognition is the term typically used for the automatic 

extraction of visual clue that characterize the motion of a 

walking person in video and is used for identification 

purposes in surveillance systems, which can then generate an 

alarm regarding the object of interest. 

Gait is a behavioral biometric source that can be acquired at a 

distance. Gait recognition is typically used in the computer 

community to refer to the automatic extraction of visual cues 

that characterize the motion of a walking person in a video 

and is used for identification purposes in surveillance systems. 

Automated surveillance system consists of three phases: 

detection, tracking and perception. In the perception phase, a 

high-level description is produced based on the features 

extracted during the previous phases from the temporal video 

stream. The main aim of automated surveillance system is to 

detect and track people in the scene as well as to perceive 

their behavior and report any suspicious activities tothe 

authorized person. 

Identification systems will undoubtedly play a key role in 

aiding law enforcement officers in their forensic 

investigations. More importantly, due to early recognition of 

suspicious individuals who may pose as threats, the system 

would be able to reduce future crimes. Human motion 

perception has been of interest to researchers from different 

disciplines due to the wide range of applications ranging from 

activity recognition to people identification. In fact, early 

studies by Johansson [1] on human motion perception using 

Moving Light Displays (MLD) have revealed that an observer 

can recognize different types of human motion based on joint 

motions. Moreover, the observer can make a judgment of the 

gender of the person [2], and even further identify the person 

if they are already familiar with their gait [3]. This leads to the 

conclusion that gait might be a potential biometric for 

surveillance systems.A biometric is a descriptive measure 

based on the human behavioral or physiological 

characteristicswhich distinguishes a person uniquely among 

other people; thisunique description should be universal and 

permanent. Currently, as most biometric systems are still in 

their infancy, the use of biometrics is limited to identity 

verificationand authentication [4]. Gait is an emergent 

biometric which is increasingly attracting the interests of 

researchers as well as the industry. Gait is nothing but the way 

of walking. Early studies by Murray revealed that gait might 

be a useful biometric for people identification, a total of 20 

feature componentsincluding spatial displacement, ankle 

rotation and vertical tipping of the trunk have been identified 

to render uniquely the gait signature for every 

individual,while some of these features are difficult to extract 

using current computer vision systems, others arenot 

consistent over time for the same person [5]. In one of the 

early experiments on gaitrecognition conducted by Cutting et 

al in 1978, it was demonstrated that people can recognize 

others just by gait cues [2]. 
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Although gait recognition is still a new biometric and is not 

sufficiently established to be deployed in real world 

applications such as surveillance system,but it has the 

potential to overcome most of the limitations that other 

biometrics suffer from such as face, fingerprints and iris 

recognition. Face recognition in many cases has been proven 

to be unreliable for visual surveillance systems; this is due to 

the fact that people can disguise or hide their faces as well as 

that video data being captured can be inadequate at low 

resolution.Furthermore, another major drawback of face 

identification in security applications is its low recognition 

rates in poor illumination. Because most of the facial features 

cannotbe recovered at large distances even using night vision 

capability [6]. Although fingerprint and iris recognition have 

proved to be robust for applications where authentication is 

required, such biometrics are inapplicable for situations where 

the subject's consent and cooperation are impossible to obtain. 

 

2.2 Gait Analysis for Human Identification 
The term gait recognition signifies the identification of an 

individual from a video sequence of the subject walking.This 

does not mean that gait is restricted to walking; it can also be 

applied to running or various types of movement on foot.  

Gait as a biometric is advantageous over other forms of 

biometric identification techniques for the following reasons: 

 Unobtrusive- Gait of a walking person can be extracted 

without the user knowing they are being analyzed and 

without any cooperation with the user in the information 

gathering stage unlike fingerprinting or retina scans. 

 Distance recognition- Gait of an individual can be 

captured at a distance,unlike other biometric techniques 

such as iris recognition 

 Reduced detail -Gait recognition does not require images 

captured in very high resolution,unlike other biometric 

techniques such as iris recognition, which can be easily 

affected by low resolution images. 

 Difficult to conceal -Gait of an individual is difficult to 

cover up, if they try to do so the individual will probably 

appear more suspicious. Unlike other biometric techniques 

such as face recognition, the individuals face can easily 

alter their looks. 

 

3. REAL TIME VIDEO SURVEILLANCE 

SYSTEM 

3.1 System Scenario 

 

Fig1: System Scenario 

 

The system scenario for a video surveillance system is 

depicted in Figure 1.  

Inthisabove systemscenario ,we are analyzing the video 

stream from surveillance cameras. If some individual walks 

by the camera whose gait signature has been previously 

recorded and they are a known threat, then the system will 

identify them and the appropriate authorities can be 

automatically alerted and the person can be dealt with before 

they are allowed to become a threat. If the threat has been 

detected successfully from a distance,then it will give a time 

buffer for authorities to take an action. 

 

3.2 System Architecture  
The most important objective of this proposed system is to: 

 Develop a system that is capable of performing 

recognition of individuals derived from a video sequence 

of a walkingperson. The system should be able to store 

the derived gait signature for comparison at a later stage. 

 In order to automate the classification process, automatic 

extraction of relevant gait features should be available 

from a video sequence. 

 
Fig2: System Architecture 

 
System Architecture contains:- 

 
 Inputs : 

 Video sequences: Frames captured from a particular 

video. 

 GEI Gallery Database:contains GEI generated based 

on gait cycle detection. 

 

 Processes: 

 Bin-Data store:Connected components data gets stored 

here. 

 Human detection and tracking: Detect human (object 

of interest) and then track him/her. 

 Gait feature extraction: Extracting the gait signature 

of an individual. 

 Human training: Use Principle Component Analysis 

for training extracted features. 

 Human recognition: Identify human. 

 File handler:It acts as an interface between bin-data 

store (input) and human recognition and human 

training. 
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 User interface:Interface which will notify if the human 

is identified or not and display information about  the 

identified person. 

 

System Architecture in Fig. 2 works in following way:- 

Step 1 :- Parse incoming video sequence into frames and 

extract images. 

Step 2 :- Convert images into gray scale images. 

Step 3 :- Perform Human Detection and Tracking (Refer 

Bin-Data for it.) 

Step 4 :- Perform Feature Extraction 

Step 5 :- From Extracted Feature perform Human 

Recognition, for that purpose system will refer 

GEI Gallery Database via File Handler for 

retrieving stored GEI of that particular human. 

Step 6 :- If Human is recognized, then recognition result 

will be displayed on user interface 

Step 7 :- Else Human Training will be perform to store 

GEI of that human. And that GEI will be stored 

in GEI Gallery Database via File Handler. 

 

3.2 System Phases 
    There are 3 phases in this system: 

 Human Detection and Tracking 

 Feature Extraction 

 Training and Recognition 

 

4. PHASE 1: HUMAN DETECTION AND 

TRACKING 
The advanced video surveillance system needs to analyze the 

behaviors of people in order to prevent the occurrence of the 

potential threat. Analysis of behavior of people requires the 

human detection and tracking system. 

Aim of Human Detection and Tracking in this system is- 

 To extract a good quality Human(s) silhouette image and 

 To track this silhouette(s), from a video frame. 

This is needed in order to perform the extraction of the gait 

feature from the walking sequence.The main aim of image 

segmentation in this system is to extract a good quality binary 

foreground image, from a video frame. 

 

4.1 Background Subtraction 
The background subtraction system is used toprovide 

foreground image through the threshold ofdifference between 

the current image andreference image. If the reference image 

is the previousframe, this method is called temporal 

differencing. 

The temporal differencing is very adaptive to 

dynamicenvironment, but generally does a poor job 

ofextracting all relevant feature pixels. The mixture 

ofGaussian, Nonparametric Kernel, and codebook canbehave 

better performance, but they need extraexpensive computation 

and more memories. For realtime system, especially 

integrated with (Digital Video Recorder) DVR system,their 

cost is worthy, because the CPUusage and memories usage 

are very significant forsystem stability.  

In proposed system, we can implement Gaussian model to be 

our method for background subtraction,model in moving 

object detection as this method can handle most of tough 

situations such as sudden light change, heavy shadow, the 

objects in background remove etc. 

In this model, we use the running average as background 

model, and use the equation (1) and (2) to update in order to 

adapt to gradual light change. 

 

                               

                                     

Where    is a running average,    is a standard deviation, 

  is pixel value, α is updating rate in the nth frame. 

In process to filter out some noises caused by camera 

movement, water wave and tree leaf shaking, we have to 

figure out the new way to create the difference image between 

the current image and the background image because the 

traditional way is not successful for dealing with such 

situations [7]. 

 

4.2 Connected Components Labeling 
Connected component labeling can be applied on binary or 

gray level images and different measures ofconnectivity are 

possibleconnectivity checks are carried out by checking the 

labels of pixels that are North-East, North, North-West and 

West of the current pixel (assuming 8-connectivity) [11]. 

 

 Two–Pass Algorithm 

Relatively simple to implement and understand, the two-pass 

algorithm iterates through 2-dimensional, binary data. The 

algorithm makes two passes over the image: In First pass it  

recordsequivalence and then assign temporary labels and In 

case of second pass it replace each temporary label by the 

label of its equivalence class.The input data can be modified 

or labeling information can be maintained in an additional 

data structure [11]. 

Here, the backgroundclassification is specific to the data, used 

to distinguish salient elements from the foreground. If the 

background variable is omitted, then the two-pass algorithm 

will treat the background as another region [10]. 

4.3 Object Tracking  
In order to identify multiple human at the same time (move at 

same time in the video) we need to track the individuals and 

the human model has to be created for each individual. For 

that purpose we are using Appearance based tracking method. 

In this method we use the color histogram, velocity,the 

number of pixels and size as the human model to describe the 

humans.For tracking, we assume the human always moves in 

similar direction and similar velocity.During the process of 

tracking, we will check whether the people stop or change the 

direction. If the person doesn’t move for period of time, we 

will check whether this person is false.Once the false person 

is found, system will learn this false alarm and adjust the 

background [7]. 

 

4.4 Object Classification 
The aim of different smart visual surveillance applications is 

to extract semantics from video to be used in higher level 

analysis.Typical video scenes may contain a variety of objects 

such as people, vehicles, plants, animals, natural phenomenon 

(e.g. rain, snow). However, in surveillance applications, main 

target of interest are generally humans only.  

Moving regions detected in video may correspond to different 

objects in real-world such as pedestrians, vehicles, etc. In 

order to track it reliability,it is very important to recognize the 

type of a detected object.Currently, there are two approaches 

for finding moving object classification which are motion-

based and shape-based methods. Shape-based methods make 
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use of the object’s 2D spatial information whereas motion-

based methods use temporally tracked features of objects for 

the classification solution. 

In this system,for human recognitionwe can use Shape-Based 

Approach to implement object classification using Jianpeng 

Zhou and Jack Hoang Algorithm's based on codebook theory 

which classify the human from other objects.The design of 

the codebook is critical for theclassification. The partial 

distortiontheorem for design codebook is that each 

partitionregion makes an equal contribution to the 

distortionfor an optimal quantizer with sufficiently large N 

[18].Based on this theorem, we used distortionsensitive 

competitive learning (DSCL) algorithm to design the 

codebook, which is explained in [7]. 

5. PHASE 2: FEATURE EXTRACTION 
After detecting the subject the next step is to extract some 

useful features.For human motion analysis we use model-

based approach. The Model-based, a shape model is 

established to match real images to this predefined model, and 

thus by extracting the corresponding features once the best 

match is obtained. Stick model is the most commonly used. 

Due to the advantages of the model-based approach it is being 

used for human motion analysis. It extracts detailed and 

accurate motion data. 

 

5.1 Feature Extraction Types 
There are 2 types of two types for feature extraction: 

 Model-Based Feature Extraction 

 Feature Selection on Gait Energy Image (GEI) 
 

For the Model-Based Feature Extraction, we use a new 

method to extract human joints with better accuracy then 

blobs via incorporating prior knowledge to refine accuracy.  

This technique has capability to extract moving joints of 

human body with high accuracy for indoor data as well as 

outdoor data filmed in an unconstrained environment. But this 

approach got some problems in the implementation such as 

it's highly complex,it takes long processing time. So, instead 

of Model-Based Feature Extractionwe can use feature 

Selection on Gait Energy Image. We use a gait feature 

selection method to automatically select covariate condition 

invariant features for gait recognition.  

Gait Energy Image (GEI) is selected for gait representation, 

which is a spatio-temporal gait representation, constructed 

using silhouettes.Conventional silhouette based gait 

representations treatgait as a sequence of templates. In 

contrast, GEI representsgait using a single image which 

contains information aboutboth body shape and human 

walking dynamics. GEI is thusa compact representation which 

makes it an ideal startingpoint for feature selection since it is 

computationalexpensive if the number of features to select is 

high. In spiteof its compactness, it has been demonstrated that 

GEI isless sensitive to noise and able to achieve 

highlycompetitive results compared to alternative 

representations [15]. 

 

5.2 Gait Energy Image (GEI) Feature 

Extraction 

5.2.1 Gait Cycle Detection 

Gait Periodicity can be estimated by a simple strategy. We 

count the number of foreground pixels in the silhouette in 

each frame over time. The number will reach the maximum 

when the two legs are farthest apart (i.e. full stride stance), 

and drop to a minimum when the legs overlap (i.e. heels 

together stance) [17]. But it is difficult to get the minimum or 

maximum number as the frames intensity change frequently. 

So we calculate the Average intensity of k consecutive 

frames. 

 

5.2.2 Size Normalization & Horizontal Alignment 

Before extracting features, we should normalize all silhouette 

images to be the fixed size, thencentroids of an image is 

calculated.  

 

5.2.3 Gait Representation 

Given a human walking sequence, a human silhouette is 

extracted from each frameusing the method in [14][17]. After 

applying size normalization and horizontal alignment to each 

extracted silhouette image, gait cycles are segmented by 

estimating gait frequency using a maximum entropy 

estimation technique presented in [14][17].  

GaitEnergy Image (GEI) is then computed as 

       
 

 
          

   (3) 

 

Where Nis the number of frames in a complete gait cycle, x 

and y are the image coordinates, and t is the frame number in 

the gait cycle [15]. 

Fig 3: Gait Energy Images of a person under different 

carrying and clothing conditions, a subject from CASIA 

database [21]. 

Examples of GEIs are shown in Fig. (3) Note that pixels with 

high intensity values in a GEI correspond to body parts that 

move little during a walking cycle (e.g. head, torso), while 

pixels with low intensity values correspond to body parts that 

move constantly (e.g. lower parts of legs and arms). The 

former mainly contain information about body shape and 

posture, whilst the latter tells us more about how people move 

during walking. We call the former static areas of a GEI and 

the latter dynamic areas of a GEI [14].The dynamic areas are 

invariant to human appearance changes; they seem to be the 

most informative part of the GEI representation for human 

identification. The static areas of a GEI also contain useful 

information for identification (e.g. one’s hair style). However, 

since they mainly contain body shape information, they can 

introduce variations that hinder human identification through 

gait [15].  

 

6. PHASE 3 -TRAINING  

ANDRECOGNITION 
Training - The process of storing the extracted features (i.e. 

probe GEI) and the information needed about the trained 

humans (i.e. label, name, address etc.) in the gallery database 

to be used later for the recognition of walking 

humans.Training should be performed in a special 

environment with special conditions to get the best motion 

patterns. 
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Classification- The process in which individual items are 

placed into groups based on quantitative information on one 

or more characteristics inherent in the items (referred to as 

traits, variables, characters, etc) and based on a training set of 

previously labeled items.In this phase all GEIs stored in the 

Gallery will be retrieved and grouped into classes. Then the 

new features (i.e. probe GEI) will be assigned to one of the 

classes that has the minimal distance.Gait recognition can be 

performed by matching a probe GEI to the gallery GEI that 

has the minimal distance between them. However, direct 

template matching has been shown to be sensitive to noise and 

small silhouette distortions[14]. This is because the features 

extracted from silhouettes are usually high-dimensional. 

Working with huge vectors and comparing them and storing 

them is a computationally expensive, time consuming and 

needs  a lot of storage space. Consequently, almost always a 

dimensionality reduction method is used to find most 

dominant features and remove redundant or less important 

once. When we obtain series of training GEI templates for 

each individual, the problem of their excessive dimensionality 

occurs. To reduce their dimensionality, there are two classical 

linear approachesfor finding transformations for 

dimensionality reduction—Principal Component Analysis 

(PCA) and its variants Multiple Discriminant Analysis 

(MDA). PCA seeks a projection that best represents the data 

in a least square sense, while MDA seeks a projection thatbest 

separates the data in a least-square sense [20]. Huang et al. 

[19] combine PCA and MDA which seeks to project the 

original features to a subspace of lower dimensionality so that 

the best data representation and class separability can be 

achieved simultaneously [20], where in we can obtain 

multiple discriminant vectors of each gallery GEI and the 

probe GEI. This information in turn will help us to recognize 

the particular human. 

7. EXPERIMENT SETUP AND RESULT  

7.1 CASIA Gait Database (Dataset B) 
In this experiment, we use the CASIA Gait Database (Dataset 

B). The database consists of 124 persons. Every person has 

3walking conditions- normal walk, walking in coat, and 

walking with bag. In this dataset view angles are ranging from 

0◦to 180◦. For training purpose we took all 3 mentioned 

condition with view angle 900,We analyse/test them on 3 

condition ,a) Normal walk – View angle 1260 b) Walking in 

coat- View angle 1080  c) Walking with bag- View angle 540 

Fig.4:Result of various walking conditions and view angles 

on Dataset B 

Fig.5,depicts that, for normal walk condition, out of 10 

persons system recognized 9 persons, on the other hand for 

walking in coat and walking with bag out of 10 persons 

system recognized 8 persons. This in turn gives us 83.33% of 

efficiency.  

7.2 CASIA Gait Database (Dataset C) 
In this case, we use the CASIA Gait Database (Dataset 

C),where images are collected by an infrared (thermal) 

camera. This database consists of 153 personsand takes into 

account 3 walking conditions: normal walking, fast walking, 

and normal walking with a bag.These all videos are captured 

at night.  

Fig.5:Result of various walking conditions on Dataset C 

Fig.7, depicts that, For normal walk condition, out of 10 

persons system recognized 9 persons, for fast walk condition, 

out of 10 persons system recognized 8 persons and for normal 

walking with bag out of 10 persons system recognized 7 

persons. This in turn gives us 80% of efficiency. 

However the efficiency achieved in above two scenarios 

cannot be generalized as it is performed on less numberof 

testcases and conditions under which they are tested may be 

changed on other time. 

8. CONCLUSION 
Here for real time video surveillance system, we used new 

spatio-temporal technique known as Gait Energy Image 

(GEI), and for getting maximum efficiency we used Principal 

Component Analysis(PCA) and Multiple Discriminant 

Analysis (MDA), where PCA maximizes the variance in all 

the variables accounted for by the factor whereas,MDA 

maximizes the difference between values of the dependent. 

Basically PCA and MDA are used for learning features from 

the trained GEI templates. And then based on the learned 

features recognition isthen carried out. 
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