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ABSTRACT 

Parikh matrix is a numerical property of a word on an ordered 

alphabet. It is used for studying word in terms of its sub 

words.  It was introduced by Mateescu et al. in 2000. Since 

then it has been being studied for various ordered alphabets.  

In this paper Parikh Matrices over tertiary alphabet are 

investigated. Algorithm is developed to display Parikh 

Matrices of words over tertiary alphabet. This algorithm 

proves a good tool for further investigation of Parikh Matrices 

of words over tertiary alphabet.  A set of equations for finding 

tertiary words from the respective Parikh matrix is introduced. 

These equations are useful to find tertiary words from the 

respective Parikh matrix. Examples are given. Some examples 

of larger tertiary words are given with their Parikh matrices as 

result analysis. A distance is defined on classes of M- 

ambiguous words over tertiary ordered alphabet. It is named 

as stepping distance. One can compare words by this stepping 

distance.  
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1. INTRODUCTION 
Various techniques have been developed to solve complex 

problems of words over formal languages. Introduced in [1] 

by R.J.Parikh, Parikh mapping plays a very significant role in 

this context. The concept of Parikh matrix first introduced in 

[2] is an extension of Parikh Mapping. A word is a finite or 

infinite sequence of symbols taken from a finite set called   

alphabet. Parikh Matrix which is a triangular matrix can be 

associated with every word over an ordered alphabet. Main 

diagonal of this matrix takes only the value 1 and every entry 

below the main diagonal has the value 0 but the entries above 

the main diagonal provide information on the number of 

certain sub-words in. The concept of subword is the basic idea 

behind this interesting notion of Parikh matrix.  Since the 

introduction of it a series of papers investigating these 

matrices has appeared studying various problems related to 

subwords.  A few examples [3, 4, 5… 17] are cited which has 

used subword occurrences and Parikh matrix for solving the 

problems of word. Research on Parikh matrices are being 

extended from binary to ternary words. Recently tertiary 

ordered alphabet are also being investigated. In this paper an 

algorithm is introduced for showing Parikh matrices for 

tertiary words. Here a set of equations over tertiary alphabet is 

also introduced. From these equations one can find the word 

corresponding to a 5x5 Parikh matrix.  Parikh Matrix faces 

some challenging problems. The most   important of them is 

that it is not injective. Two words may have the same 

corresponding Parikh Matrix. This property known as M-

ambiguity is a problem in the field of Parikh Matrix. The set 

of equations introduced in this paper helps us to find the M- 

ambiguous words. A distance defined on classes of M- 

ambiguous words is also introduced. One can compare the M-

ambiguous words by this distance.                              

Organization of this paper is as follows. The following section 

2 recapitulates the basic preliminaries of Parikh Matrix. 

Section 3 goes toward developing the algorithm for display 

Parikh Matrix of a sequence over tertiary alphabet In Section 

3, result analysis is also presented. Section 4 gives proposed 

equations to find out the tertiary sequences corresponding to a 

given Parikh Matrix. In section 5 a distance between words 

namely stepping distance defined on classes of M- ambiguous 

words is introduced. The paper is concluded in Section 6 by 

summarizing the observations. 

2. PRELIMINARY 
Throughout this paper N will denote the set of natural 

numbers including 0. First some definitions are recalled.  

Ordered alphabet: an ordered alphabet is a set of symbols 

{ , , , , }1 2 3a a a an   where the symbols are arranged 

maintaining a relation of order ( " " ) on it. For example if 

1 2 3a a a an    , then one use notation: 

{ , , , , }1 2 3a a a an   

Word: a word is a finite or infinite sequence of symbols taken 

from a finite set called an alphabet. Let 

{ , , , , }1 2 3a a a an  be the     alphabet. The set of all 

words over   is
*

 . The empty word is denoted by  .      

w ai
: Let { , , , , }1 2 3a a a a ani   be a letter. The 

number of occurrences of ai in a word 
*

w is denoted by

w ai
. 

Sub -word: a word u is a sub- word of a word w , if there 

exists words 1x xn  and 0y yn , (some of them possibly 

empty), such that 1u x xn  and  0 1 1w y x y x yn n  .  

For example if w adbaabcacd  is a word over the alphabet  

{ , , , }a b c d   then baca  is a sub-word of w . Two 

occurrences of a sub-word are considered different if they 

differed by at least one position of some letter. In the word
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w adbaabcacd , the number of occurrences of the word 

baca  as a sub-word of w  is 2w baca  .  

Triangle matrix: A triangle matrix is a square matrix 

( )1 ,m mi j i j n  
 such that: 

1. (1 , ) ,m N i j ni j     

2. 0 for all  1 ,m j i ni j      

3. 1 ( 1 ) .m i nii     

Parikh matrix: let { }1 2 3a a a an       be an 

ordered alphabet, where 1n  .The Parikh matrix mapping, 

denoted Mn
 , is the homomorphism 

*
:

1
M

M nn
  


 

defined as    follows:  

 If ( ) ( )
1 , 1

a mq i jM i j nn
 

    

 then 1, 1, , 1m mi i q q   and all other elements are zero.     

Parikh matrix of a word:  

 Let { }1 2 3a a a an     be an nth ordered alphabet. 

The Parikh matrix of , , ,1 2 3a a a an  are as follows:  

 

   

 

   

1

1 0 0 1 0 0 0

0 1 0 0 1 1 0

2
0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 11 1 1 1

1

0

,a a
M Mn n

n n n n

   

     

   
   
   
   
   
   
   

,  
 

   

1 0 0 0

0 1 0 0

0 0 1 1

0 0 0 1 1 1

anMn

n n

 

  

 
 
 
 
 
 
 

 

Any word w over the nth order alphabet has a unique Parikh 

Matrix. This matrix is given by  

 

   

1
1 1 2 1 2 2 1 2 1 1 2

0 1
2 2 2 2 1 2

0 0 0 1
1 1

0 0 0 0 1

0 0 0 0 0 1
1 1

w w w w w
a a a a a a a a a a a ann n

w w w w
a a a a a a ann n

wMn
w w

a a ann n

w
an

n n

 

 

 

 

  

 
 
 
 
 
 
 
 
 
 
 

Where 
1

w a ai
is the number of occurrences of 1a ai in 

the word
*

w .Here  1,i n . 

 

 Amiable or M-ambiguous words: Two words 

*
, ( )      over the same alphabet  may have the 

same Parikh matrix. Then the words are called amiable or M-

ambiguous. 

3. PARIKH MATRIX OVER TERTIARY 

SEQUENCE  

3.1 Parikh Matrix of a Word over Tertiary 

Alphabet  
Let { }a b c d    be an ordered tertiary alphabet. The 

Parikh matrix of  

1 1 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

a 

 
 
 
 
 
 

,

1 0 0 0 0

0 1 1 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

b 

 
 
 
 
 
 

,

1 0 0 0 0

0 1 0 0 0

0 0 1 1 0

0 0 0 1 0

0 0 0 0 1

c 

 
 
 
 
 
 

,

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 1

0 0 0 0 1

d 

 
 
 
 
 
 

 

Any word over the tertiary alphabet has a unique Parikh 

Matrix. This matrix can be obtained by simple matrix product.  

  For example, the word abcddabdc has the Parikh Matrix  

1 2 3 4 3

0 1 2 3 3

0 0 1 2 3

0 0 0 1 3

0 0 0 0 1

 
 
 
 
 
 

 

which can be obtained from simple matrix product or by using 

the theory of Parikh Matrix which is like 

1

0 1

0 0 1

0 0 0 1

0 0 0 0 1

w w w w
a ab abc abcd

w w w
b bc bcd

w w
c cd

w
d

 
 
 
 
 
 
 

 

where w
a

 denotes the number of scattered sub- word of a  

and  w
ab

 denotes the number of scattered sub- word of  ab  

and  so on.  

To find the Parikh matrices for various words the above 

processes are used from the last decade. For smaller words 

these processes are well to do. But for larger words the above 

processes are time taking and clumsy. To overcome this 

problem the following algorithm is introduced. This algorithm 

gives instantly the Parikh matrix of a tertiary sequence 

however large the word may be. Results are verified. 

3.2 Algorithm 
The following pseudo code gives instantly the Parikh matrix 

of a tertiary sequence.                         

01 Initialize a word = ‘ w ’ 

02 Set len = length of w    

03 For 0 to len doi   
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04   Calculate total number of , , ,a ab abc abcd in w . 

05    Calculate total number of , ,b bc bcd in w . 

06    Calculate total number of ,c cd in w . 

07    Calculate total number of d  in w . 

08 End // create a matrix  aij of order  5M       

09  For 0 to doi M  

10      For 0 to doj M  

11              If  i j            

12                    1aij   

13             else If  i j   

14                   0aij   

15              else 

16                     If  0 & 1i j     

17                       totalnumberof ' 'a aij        

18                       If 0 & 2i j     

19                       totalnumberof ' 'a abij     

20                  If  0 & 3i j        

21                        totalnumberof ' 'a abcij     

22                             If  0 & 4i j        

23           totalnumberof ' 'a abcdij   

24                       If 1& 2i j        

25                         totalnumberof ' 'a bij      

26                         If  1& 3i j   

27              totalnumberof ' 'a bcij   

28                                   If  1& 4i j   

29                     totalnumberof ' 'a bcdij   

30                     If  2 & 3i j   

31 
                      

totalnumberof ' 'a cij   

32                                If  2 & 4i j   

33 
               

totalnumberof ' 'a cdij   

34                                If  3 & 4i j   

35 
                    

totalnumberof ' 'a dij   

36       End                                                       

3.3 Application of the Above Algorithm 
Example 1 The tertiary word  


100100100100

1 ddccbbaaabcd     has the Parikh matrix  

 

1 101 10101 1010101 101010101

0 1 101 10101 1010101

0 0 1 101 1010114
0 0 0 1 101

0 0 0 0 1

M  

 
 
 
 
 
 

   . 

 

Example 2  The tertiary word 

abcdddccbbaaabcd

10101010
2   has the Parikh 

matrix 

 

1 12 123 1234 12345

0 1 12 123 1234

0 0 1 12 123
2

4
0 0 0 1 12

0 0 0 0 1

M
 

 
 
 
 
 
 
 

   . 

Example 3   The tertiary word  


11111111

3 ddccbbaa    has the Parikh  matrix  

 

1 11 121 1331 14641

0 1 11 121 1331

0 0 1 11 121
3

4
0 0 0 1 11

0 0 0 0 1

M
 

 
 
 
 
 
 
 

 

Example 4   The tertiary word  

abcdbbddaaccabd

10151025
4    has the Parikh matrix  

 

1 12 123 148 523

0 1 12 37 412

0 0 1 26 401
4

4
0 0 0 1 17

0 0 0 0 1

M
 

 
 
 
 
 
 
 

 

4. A SET OF EQUATIONS FOR 

FINDING WORDS OVER TERTIARY 

ALPHABET FROM THE RESPECTIVE 

PARIKH MATRIX 
A set of equations is proposed for finding the tertiary 

sequences corresponding to a given 5x5 Parikh matrix. Let 

{ }a b c d     be a tertiary ordered alphabet and 

 
 

                                                                                                                                                                 

  

                     

-----------(I) 

   

 

be a Parikh matrix i.e.
 

w A
a
 , w B

b
 , w C

c
 and 

 

w D
d
  and so on. Then

 

*
    is a tertiary sequence 

corresponds to the above matrix if   can be represented in the 

following form: 

 

1

0 1

0 0 1
4

0 0 0 1

0 0 0 0 1

A E H J

B F I

C GM
D

 

 
 
 
 
 
 
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1 1 1 1 2 2 2 2
x y z t x y z t

a b c d a b c d

yx
A B C D A B C Da b

z t
A B C D A B C Dc d

 

     

     

. 

The Parikh Matrix corresponds to this word if and only if ix

= either 0 or 1, jy = either 0 or 1, kz = either 0 or 1 and t
l

= either 0 or 1, is a solution of the following system of 

equations: 

1

A B C D
x Ai

i

  
 


                                                       

(1) 

1

A B C D
y Bj

j

  
 


                                       (2) 

1

A B C D
z C
kk

  
 


                     (3) 

 
1

A B C D
t D
ll

  
 


                                    

                  (4) 

1

A B C D A B C D
x y Ei jj ii

     
 


                        (5) 

1

A B C D A B C D
y z Fj kj k j

     
  
 

                                (6)

  

1

A B C D A B C D
z t G
k lk l k

     
 

 
                 (7)

  

                                                                               

 

1

A B C D A B C D A B C D
x y z Hi j ki j i k j

        
   
  

             (8)

  

1

A B C D A B C D A B C D
y z t Ij k lj k j l k

        
   
  

  (9)

  

1

A B C D A B C D A B C D A B C D
x y z t Ji j k li j i k j l k

           
    
   

    (10)

  

Example 1: 

 For clear understanding the example of the following Parikh 

matrix is taken. Let 

 

1 1 0 0 0

0 1 1 0 0

0 0 1 0 014
0 0 0 1 0

0 0 0 0 1

M  

 
 
 
 
 
 

 

be a Parikh matrix. Here 

1, 1, 0, 0w w w w
a b c d
   

 
and so on. Then

 

*
1    is a tertiary sequence corresponds to the above 

matrix. Here 1 1 0 0 2A B C D        . So 
1  can be 

represented in the following form:   

1 1 1 1 2 2 2 2
1

x y z t x y z t
a b c d a b c d   

The Parikh Matrix corresponds to this word if and only if ix

= either 0 or 1, jy = either 0 or 1, kz = either 0 or 1 and lt

= either 0 or 1, is a solution of the following system of 

equations: 

2
1

1
xi

i
 


                                                                       (1) 

2
1

1
y j

j
 


                                                                       (2) 

2
0

1
z
kk

 


                                                  (3)                                  

2
0

1
t
ll

 


                                       

                                   (4) 

2 2
0

1
x yi jj ii

 


                                                          (5) 

2 2
0

1
y zj kj k j

  
 

                                  (6)

 

2 2
0

1
z t
k lk l k

 
 

                                                                (7)

 

2 2 2
0

1
x y zi j ki j i k j

   
  

                                                           (8)     

2 2 2
0

1
y z tj k lj k j l k

   
  

                                               

(9)               

  
2 2 2 2

0
1

x y z ti j k li j i k j l k
    
   

                                       (10)               
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 Now from (1), one gets,

 

11 2x x   from (2),

 

one gets,

 
11 2y y 

 

from (5), one gets.  

  01 1 2 2 2x y y x y    1 0 [from (2)]1 2 2x x y  

0 [using (1)]2y   

11y  again from (5) one has   

  01 1 2 2 2x y y x y    1 0 0 01 2x x    

01x   

So the word  1 1 1 1 2 2 2 2
1

x y z t x y z t
a b c d a b c d   is 

0 1 0 0 1 0 0 0
1

a b c d a b c d  ba                                                                

Example 2: For the Parikh matrix    

 

1 1 0 0 0

0 1 1 0 0

0 0 1 1 024
0 0 0 1 1

0 0 0 0 1

M  

 
 
 
 
 
 

 

Here 1,w
a
 1,w

b
 1,w

c
 1w

d
  

 
and so on. Then

 

*
2    is a tertiary sequence corresponds to the above 

matrix. Here 1 1 1 1 4A B C D        . So 
2

 can be 

represented in the following form:   

 
3 3 3 31 1 1 1 2 2 2 2 4 4 4 4

1

x y z tx y z t x y z t x y z t
a b c d a b c d a b c d a b c d   

The Parikh Matrix corresponds to this word if and only if xi

= either 0 or 1, y j = either 0 or 1, z
k = either 0 or 1 and t

l

= either 0 or 1, is a solution of the system of equations (I) . 

One gets the solution of the equations as 

1, 1, 1and 14 3 2x y z t   
    

       And remaining all others is 0. Then the word is   

3 3 3 31 1 1 1 2 2 2 2 4 4 4 4
2

x y z tx y z t x y z t x y z t
a b c d a b c d a b c d a b c d 

 

0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0
2

a b c d a b c d a b c d a b c d 
 

           
dcba

                                 

This is how one can use the proposed set of equations to find 

the corresponding word from a 5x5 Parikh matrix.   

5. DEFINITION OF STEPPING 

DISTANCE ON CLASSES OF M-

AMBIGUOUS WORDS 

For convenience it is assumed that the symbols , , ,a b c d are 

lying on a straight line. So to describe the distant between two 

symbols on the straight line one has to either step forward or 

step backward. For this reason this distance is named as 

stepping distance. Using this notion of stepping distance one 

can compare M-ambiguous words. 
 

Let  ; , , ,
1 2 3

a a a a a a b c dn i  
   

and   
       

          ; , , ,
1 2 3

b b b b b a b c dn i    

be two M- ambiguous words. The stepping distance defined 

on the class of M-ambiguous words over 

 , , ,a b c d   is defined as    ,
1

n
d a bi iS Si

   


. Where  : 0,1, 2, 3S    is defined by 

0,

0,

0,

0,

1 ,

1 ,

1 ,

2 ,

2 ,

3 .

a aS

b bS

c cS

d dS

a b b aS S

b c c bS S

c d d cS S

a c c aS S

b d d bS S

a d d aS S

 

 

 

 

   

   

   

   

   

   

 

For example, the stepping distance  ,dS    between the 

following two M- ambiguous words ,abcddcbadcba 

abdccbddacba   is 12.
 

6. CONCLUSION 
To find the Parikh matrices of tertiary words by general 

existing processes are time consuming and clumsy. This paper 

presents an algorithm to build the Parikh matrix of a word 

over tertiary alphabet instantly. This algorithm can help in 

further investigations of words over tertiary ordered alphabet. 

A generalized approach to this algorithm for nth ordered 

alphabet still waits investigation.   A set of equations to 

determine the amiable words corresponding to a particular 

Parikh matrix over tertiary alphabet is introduced. These 

equations give a new arena for investigation in this field .It 

awaits investigation to extend the equations for more than 

four symbols. A type of distant between M- ambiguous words 

namely Stepping distance is introduced. Using Stepping 

distance one can compare M- ambiguous words. 
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