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ABSTRACT

The problem of vehicle classification has been addressed in this
correspondence. Vehicle classification is a difficult task due to
near similarity among various types vehicle features. Spectral
properties of the image and near similarity between the front side
of different vehicles makes the generalization process even more
difficult. Here a multiple kernel based k-nearest neighbor clas-
sifier has been designed to improve the classification accuracy.
After extracting the frames from the traffic video, vehicles are
detected using background subtraction method. Then a wavelet
and interest point based feature extraction step is carried out for
each detected vehicle. Final classification is carried out using the
newly proposed multiple kernel based k-nearest neighbor( KNN)
algorithm. Experiments on several real time data-sets establish
the higher accuracy of the proposed method in comparison to
three well-known state of the art classification techniques.
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1. INTRODUCTION

The detection and classification of different vehicles classes has
become a potential field of research because of its large applica-
tions in video based intelligent transportation system. Over the
period of time, vehicle counting on a busy intersection helps con-
cerned authority to efficiently control the duration of traffic sig-
nal on a road to reduce the level of traffic congestion during rush
hours. This is one of the applications. To move ahead, just by
counting of vehicles and their classification we can reduce the
deceptive activities in many areas such as toll collection, park-
ing area. These motion based detection and classification meth-
ods comprises interframe difference method [25] optical flow
estimation [13|] Gaussian scale mixture model methods [46]
[28] and background subtraction methods [26] [18] [9]. Out
of all the above mentioned methods background subtraction is

the most common techniques used in vehicle detection. In this
technique, from a given frame of video,background is subtracted.
This gives a foreground blobs which matches up to the moving
vehicles. Other than that , some vehicle detection methods de-
ploy deformable 3-D geometric model [39] and graph cuts [14]
object based segmentation [8] [35] to detect vehicles in motion
and determine their properties. Along with all the above meth-
ods, one other method is virtual detection line method(VDL)
[40]. In these methods, by using the luminance value of pixels
of the moving objects, a time spatial image(TSI) is produced.
These objects move on a virtual line.Each of the moving objects
passing through the VDL creates a spot in time spatial image.
So, the number of vehicles are counted by detection of these
blobs. But there are errors in this process as well. One of the
major challenges from a single Time Spatial Image is that the
detection of moving image is difficult since the image of moving
vehicle overlap each other. The major limitation is the occlu-
sion. The reason behind counting errors is not only occlusion but
also the morphological operations used for the generation of seg-
mented blobs, corresponding to moving objects that are close to
each other. So for minimization of error the methods mentioned
in [37] [38] uses a fairly accurate width of a vehicle.This is
used to take decision on the merging of blobs with the time spa-
tial images. By analysis of motion fields of merged reactions,the
merging of blobs can also be identified.

These experiments are based on the videos taken for the vehicles
which are moving. Then accordingly, frames are taken and the
vehicles are detected. Conventionally, feature-based algorithms
are used to classify the moving objects which will also include
human beings or vehicles which we can be retrieve from video
[4] [19] [16] [LO]. In the above mentioned algorithms, the
statistical and geometric features of the pixels of segmented
regions corresponding to the moving objects is considered. So
in this case, the linear classifier such as k nearest neighborhood
(KNN) [32] [43] non-linear classifier such as support vector
machine [7] [44] [30] and neural network [34] [6] [S] are used
to classify these features into known classes. There are various
factors which decide the performance of vehicle classification.
One of which is the initial background which is ideally estimated
by trial and error based chosen thresholding of the difference
frames. The segmented region for all the frames of the video are
considered and the classification of features is done by using the



Fig. 2. Illustration of a Heterogeneous traffic

non-linear classifier. This exploits the KNN algorithms on a set
of shape based features [43]. In this VDL based classifiers, the
computational cost is reduced to a very great extent because it
uses TSI which in turn forms a new key to frame the video. The
classification and detection system becomes very robust, as the
VDL method does not depend on background calculation. But
the errors might increase, specifically at the peak time of traffic.

In this paper a new classification algorithm is developed which
classify 2 wheeler, 3 wheeler, LMV and HMV. Taking into
consideration the video input. The first step is the extraction
of frame from the given video. After extraction of the frame,
segmentation of the image is undertaken. After segmentation,
edge detection is applied (Canny Edge). After the edge detec-
tion, morphological operation is done to form image blobs.This
will give a clear image of the object to be classified. We extract
the four different features from the image obtained from the
above operation.These feature are explained in section 3.This
forms a feature vector. Then multiple kernel KNN classifiers are
applied. In this for each test point we find a similarity between
test and all the training data sets and based on majority vote,
classification is done accordingly.

The paper is organized as follows. In section 2 described the
methodology and kernel , section 3 described feature sets and
section 4 we propose classification algorithm. Section 5 gives
the experimental setup and results,followed by conclusion and
remarks in Section 6.
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Fig. 3. Geometry at the test site near IITB campus, Mumbai.

2. METHODOLOGY
2.1 The Kernel Trick

The research on kernel methods [12] has been gradually
becoming an important topic because of the success of support
vector machines(SVMs). It has also found many applications
for pattern recognition and machine learning in various areas.
In general, any kernel methods solution comprises two parts: a
module that performs the mapping into the embedding or feature
space and a learning algorithm designed to discover linear pat-
tern in that space. There are two main reason why this approach
should work. First of all, detecting linear relations has been focus
of much research in statistics and machine learning for decades,
and the resulting algorithms are both well understood and effi-
cient. Secondly, we will see that there is computational shortcut
which makes it possible to represent linear patterns efficiently
in high- dimensional spaces to ensure adequate representational
power. The shortcut is what we call a kernel function. The- K-
nearest neighbor classifier( KNN) and Gaussian classifier(GC)
[22] are very often used for classification for the success of SVM
and kernel, we apply multiple Kernel kNN and polynomial ker-
nel GC in study.

The basic approach of kernel method is to insert data from the
original space R¢ into a feature space H, a Hilbert space which
has a higher dimensionality, where more effective hyper planes
for classification are expected to exist in this space than the origi-
nal space. As we had mentioned earlier above,the algorithms can
be implemented in terms of pair wise inner product feature.

Any kernel function

k:R'xR*> R

satisfies the characterization of kernels.
Theorem1: Characterization of kernels. a function

k:XxX—-R

where X is a vector space.
which is either continuous or has a finite domain, can be decom-
posed

k(z,2) =< ¢(z), p(2) >

where z, z € X into a feature map ¢ into a hilbert space F' ap-
plied to both its arguments followed by evaluation of inner prod-
uctin F' if and only if it satisfies the finitely positive-semidefinite
property. We assume that k satisfies the finitely positive semi-
definite property and proceed to construct a feature mapping ¢
into a Hilbert space for which k is the kernel.

Three popular kernel functions are explained as follows.

1. linear kernel:



k(z,z) =<uz,z>
2.Polynomial kernel:

k(z,2) = (<w, 2> +1)P

p=>0
3.Gaussian Radial Bias Function Kernel(RBF):

=z — 2[]?
202

k(z, z) = exp( )

o€ R-{0}

where x and z are the samples in R¢

An important and significant note here is that the size of the ker-
nel matrix is NV x IN. This consists pair wise the information of
the distance measured by suitable kernel function k in each entry
k and characterization of kernels. The feature mapping O is an
identity map if linear kernel is used, else the feature mapping is
non-linear.

2.2 Multiple Kernel Learning

The result of SVM learning is an a-weight linear combination of
kernels with a bias b.

N

flz) = szgn(z o yik(x;,x) + b)

i=1

where the z;,¢ = 1, ...cccceveernnnn. N are labeled training exam-

ples (y; € {#+1})
convex combination of k kernels ,i.e

k
k(z;,z;) = Zﬂkkk(mn%)
k=1

with 8, > 0 and 22:1 Br = 1 Many studies and researches
on SVMs and kernels have proved that multiple kernels need
to be considered. This also reveals the fact that typical learning
problems involve multiple and heterogonous data sources.
Also, this provides flexibility. We will also see ahead, it is a
graceful way of representing results, which would also provide
an in depth understanding of the application. The problem,
in principle which is solved by cross validation is so called
as Multiple kernel learning. Many researches have centered
on efficient methods for multiple kernel learning [41]. The
demerits in the kernel learning in contrast to other learning
methods is that the interpretation of the result decision function
is very hard, so it becomes very difficult to take out the relevant
knowledge about the problem. So now try to solve the problem
by convex combination of k kernels. The optimized combination
coefficients, for an accurate designed subkernel K can be very
well used to figure out the features of the examples which are of
importance for discrimination: when an accurate classification is
obtained by sparse weighing [, the interpretation of resulting
decision function becomes easier.This significant property is
not available in kernel based algorithms.One important point
is that this is dissimilar to the kernel mixture framework by
because here the kernel and each example are allotted
an independent weight. So the resulting decision function
interpretation becomes very hard.

2.3 Multiple kernel based KNN classifier

In feature space for multiple kernel KNN,the distance measure-
ment between training samples and test samples is difined as,
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llo(=") — ¢(a:)||*
= (¢(z") = ¢(@)" (6(2") — d(x:))
= ¢(2") d(2") — 20(2") " p(x:) + p(:) T Pls)

where ¢ : R — H is the feature mapping that embeds the data
from original space R¢ into a feature space H,and corresponding
kernel function is

k(z,2) =< ¢(x), ¢(2) >, 2,2 € R

3. VEHICLE CLASSIFICATION
3.1 Feature selection
‘We have used following 4 features.

(1) Haar Feature - Haar-like features are popular image fea-
tures used in object recognition by [36] which
are similar to Haar wavelets used in the first real-time face
detector by Viola et al. [42]]. One other contribution was to
use summed area which they called integral images. Inte-
gral images can be defined as two-dimensional lookup ta-
bles in the form of a matrix with the same size as that of the
original image. Each Haar-like feature may need more than
four lookups, depending on how it was defined. Viola and
Jones’s 2-rectangle features need six lookups, 3-rectangle
features need eight lookups, and 4-rectangle features need
nine lookups.

(2) Pyramidal Histogram of Oriented Gradients(PHOG) - Es-
timating the shape of an object is often described by the
edge orientations of the object.So if we calculate gradients
of edges and put them in groups then we get PHOG which
is used for multi class object classification as demonstrated
by Bai [3] and Gehler et al. [13].Then we call each interval
a’bin’ and put each pixel in a bin such that gradient of edge
at that pixel lies in the interval denoted by that bin.

- Type5 " TVDE 6

4W-1I 4W-IvV

Fig. 4. Six type of vehicle are taken in the experimenta-
tion. Typel(motorbike),Type2(Autorickshaw),Type3(car),
Typed(jeep),Type5(Truck),Type6(bus)

(3) Shape feature - The shape is a low level feature which de-
scribes some representations of a given object in an image.
In case of a vehicle, aspect ratio seems to be useful, as it cap-
tures the appearance of a given vehicle which can be used



for classification. Jolly et al. and Kim et al. use
similar shape features for object classification.In this case,
preference is given to six features in order to illustrate the
shape of the vehicle.

1.Width- The width can be calculated based on the approxi-
mation of object blobs.

2.Area- The total number of pixels in the given cropped im-
age will give the area.

3.Compactness-this establish the closeness to the circular
shape of the vehicle, is calculated as the ratio of the area
and square of perimeter of the cropped image.

4.Length- width ratio- The length to width ratio can be found
from the cropped image.

(4) Scale Invarient Feature Transform- Scaleinvariant feature
transform is an algorithm in computer vision to describe
local features in images as shown by Lowe[23]. Lowe’s
method for image feature generation, transforms an image
into a large collection of feature vectors, each of which is
invariant to image translation, scaling, and rotation, partially
invariant to illumination changes and robust to local geomet-
ric distortion. Scale invariant feature transforms image data
into scale invariant coordinates relative to local features. Ma
et al. also uses modified SIFT descriptors for vehicle
classification.

Fig. 5. Vehicle Classes. (a)Two wheeler, (b)Three wheeler
,(c)LMV,(d)HMV

In order to find these classifications for 2 wheeler, 3 wheeler,
LMYV and HMYV, the shape based features are widely used. To
be precise, car, buses, 2 wheeler and based on India scenario 3
wheeler i.e. rickshaw is used wherein the shapes are quite few
shape invariant and texture based features are taken into con-
sideration. In this anticipated method, the first, second and third
order shape invariant cropped images instant are used [27]. Ba-
sically these instants are estimated from the pixel values of the
cropped images. The translation, rotation and scale of the blobs
have no effect on these above. In order to describe the texture
of an image, the statistics of pixel values is deployed. So the
data features e.g. the mean, variance, skewness, entropy of the
pixel values of the mentioned cropped images, are used as textu-
ral based features. These three shaped invariant and four texture
based features are exercised to discover the type of vehicle which
belongs to a certain broad class of vehicles.

4. PROPOSED CLASSIFICATION
ALGORITHMS

The proposed algorithm is developed for real time video appli-
cations. The use of this algorithm is preferred because of its low
computational complexity and also better generalization accu-
racy.To elaborate the classification method. We have extended
classical K-nearest neighbor by incorporating multiple kernel.
In the proposed algorithm we find the similarity between the
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Fig. 6. Block diagram of proposed classification algorithms

Table 1. Confusion matrix for vehicle data using the

Proposed method
[ [[ 2-Wheeler [ 3-Wheeler [ LMV [ HMV |
2-Wheeler 98 12 3 2
3-Wheeler 10 127 5 3
LMV 4 9 142 15
HMV 2 10 14 154

Accuracy = 92.95.4%

training data and the test data by using multiple kernel (i.e. lin-
ear,Gaussian, Polynomial). After extracting the feature vector we
work out the similarity between each test data to all the train-
ing data. Also, we decide the class by majority voting and accu-
racy by corresponding value of k . The proposed classification
algorithm will be very efficient in classifying different classes or
types of vehicle for each of the test data points. In order to fi-
nalize the class or type of a vehicle majority voting scheme will
be employed. One important note if we increase the distance be-
tween camera and vehicle,the chance of merging of blobs im-
ages will reduce. To elaborate the classification method the mul-
tiple kernel based( KNN), first of all vehicle are divided into
four different classes i.e 2-Wheeler,3-Wheeler,light motor vehi-
cle(LMV) and heavy motor vehicle(HMV). We prepared all pos-
sible classes in the training data set and aslo test data set for these
type of vehicles.

The proposed classification algorithm can provide different
classes or type of vehicles of each of cropped image. To finalize
the vehicle classes a majority voting scheme has been used. So
the cropped images can be given priority based on the distance
of videos from the camera which is fixed. To decide the class of
vehicles we used majority voting scheme

|

LMV wheeler



Table 2. Confusion matrix for vehicle data using the

method[29]

[ H 2 -Wheeler [ 3 -Wheeler [ LMV [ HMV ]
2-Wheeler 105 9 1 0
3-Wheeler 5 132 8 0
LMV 0 6 150 14
HMV 0 0 18 162

Accuracy = 90.0%

5. EXPERIMENTAL SETUP

The test site for this study was setup outside the Indian Insti-

tute of Technology Bombay(IITB) campus, Mumbai, India.The
camera used is Axis P5512 Network PTZ camera mounted at
a height of 7.3 meters above the road surface on a lamp post
in the middle of the road facing the vehicles at a pan angle ¢.
The camera is equipped with a 1/4 CCD sensor with the lens
manually set at a focal length of 3.8mm, and a shutter time of
60Hz. The video is streamed employing the Motion JPEG com-
pression scheme with a standard set resolution of 704x576 pixels
and frame capture rate of 25 fps. The captured video is streamed
live via the existing IITB private network to the lab where the
computer used for processing is equipped with Intel core i5 pro-
cessor and 4 gigabytes of RAM. We have dealt with images of
vehicles of different size and shape. Primarily we considered two
wheelers, three wheelers, light motor vehicles (including LMV),
and heavy motor vehicles(HMV). For each class some real time
images are shown in Figure 5.
The Proposed classification method is compared with three other
existing method background extraction based vehicle classifica-
tion methods [29],SVDL method [1] and MVDL [27]]. The ex-
periment is performed in three existing method and one proposed
method in different video sequence of road traffic. The proposed
classification algorithm multiple kernel based KNN is provided.
The classification error is very low as compared to other three
methods. The overall accuracy proposed in multiple kenel based
KNN algorithm has been found to be 92.95% as shown in table
I. The other existing method classification accuracy is shown in
table ILIII, IV with accuracy to be 90.0% , 87.7% and 85.40% .
In order to compare the performance of the proposed classifica-
tion method based detection and classification of vehicles many
experiments are already carried out with the present methods.
These video clips are clicked at different locations in Mumbai
near [ITB campus. Also, the clips are taken under different sun-
light and traffic conditions using a fixed camera as mentioned
above. The total length of these video clips is more than 2 hr in
duration. To get accurate results, incoming traffic flows are con-
sidered. But this is with variation in elevation of camera, so that
different appearances of similar vehicles are obtained through
the video. Progressing further in the sequences, the images ob-
tained from the video are converted to gray scale sequences hav-
ing frame size of 176X144, with a frame rate of 25frame/second.
The length considered of the road and the camera position is such
that the video resolution is from 1/6 to 1/12 m/pixel. The traffic
consist of the following: Type I, 2 wheeler, a motorbike, Type
II, 3 wheeler, auto rickshaw, Type III: 4 wheeler, LMV a car, a
covered van, Type V HMV A bus. In order to train the feature
vectors we have taken 100 vehicles from each class. The value
of k is amount of closeness. The relevant value of k is experi-
mentally obtained by calculating the percentage of classification
in determination of vehicles in 2W, 3W and 4W.

6. CONCLUSION AND FUTURE WORK

The current work has been done only for normal sunny day light
conditions. The following steps are planned to be done to the
study for future work. Improve accuracy and efficiency of the
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Table 3. Confusion matrix for vehicle data using the

method[1]

[ H 2 -Wheeler [ 3 -Wheeler [ LMV [ HMV ]
2-Wheeler 102 10 2 1
3-Wheeler 9 130 4 2
LMV 2 8 146 14
HMV 1 12 13 157

Accuracy = 87.7%

Table 4. Confusion matrix for vehicle data using the

method[27]

l H 2 -Wheeler [ 3 -Wheeler [ LMV [ HMV ]
2-Wheeler 98 12 3 2
3-Wheeler 10 127 5 3
LMV 4 9 142 15
HMV 2 10 14 154

Accuracy = 85.4%

system in moderate cum high density traffic. Test, modify and
improve the existing system for all weather and day-night oper-
ations. Include additional categories of existing vehicle classes
and also an unclassified vehicle category for special cases.
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