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ABSTRACT 

In the last few years and over the last decade, different 

algorithms have been introduced for mass detection in digital 

mammograms. However, approximately all the proposed 

methods present a high number corresponding to false positif. 

In this paper, we propose a novel approach dealing with the 

problem of false positif reduction.  

This proposal is based on the use of a textural approach for the 

description of the masses texture properties. 

The least square estimation is applied to minimize the local 

difference in order to obtain more stable directional features, 

this scheme is called adaptative LBP (ALBP)  to improve the 

features extracted using LBP efficiently. 

Artificial Neural Network (ANN) are used for the classification 

of the breast tissue. The evaluation of this approach is based on 

1792 Regions Of Interest (ROIs) obtained from the Digital 

Database Of Screening Mammography (DDSM). The obtained 

results show that the proposed textural approach is effective in 

feature extraction and allows mass false positive reduction. 

Moreover, this proposal demonstrates better performance where 

compared to the methods of the state of the art. 
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1. INTRODUCTION 
Breast cancer is recognised as the major health problem in the 

united states and in the western countries. It is the most 

prelevant cancer among women  [1]. In 2003, the American 

cancer Society estimates that between one in eight and  one in 

twelve women in the United States can be affected by breast 

cancer [2].  According to the European Community, this 

disease represents 24% of cancer cases [3]. Although breast 

cancer incidence has increased, the rate of mortality has 

declined. This mortality reduction is affiliated to the 

widespread adoption of mammogram screening [4] and to the 

amelioration of  the breast cancer treatment [5]. Mammography 

is the primary screening tool for early detection of 

abnormalities. However, this imaging breast modality can miss 

an important portion of abnormalities [6]. Moreover, a large 

number of mammogram abnormalities is proved to be benign 

after the biopsy [7]. 

 

The developpement of digital mammography allows the 

increase of the number of commercial Computer-Aided 

Detection (CAD) systems. The CAD helps the radiologists in 

the interpretation and diagnosis of mammograms. The main 

drawback of such system is the high number of false positives. 

The false positive reduction algorithms is a good solution. The 

aim of this paper is to classify the regions as mass or non-mass 

by using a novel textural approach for mass false positives 

reduction. The idea to use the textural information has been 

introduced in divers works [8, 9].  However, we investigate 

here the use of an extension of local binary patterns (LBP) [10] 

to mark the directional statistical features with the adaptative 

LBP features. 

 

In this paper, we demonstrate that when we use the ALBP with 

the directional statistical features characterization and the ANN 

for the classification of the ROI can obtain better results on 

mass false positive reduction. We achieve experiments on a set 

of 1792 ROIs for DDSM database evaluating and examinating 

the obtained results. The rest of the paper is organized as 

follows: Section 2 presents a background of the false positive 

reduction approach. In section 3, we explain our approach by 

introducing a review of LBP and presenting the proposed 

extension. Section 4 presents the conclusion. 

 

2. Background 
All works trying to detect masses in digital mammography need 

the mass false positive reduction step to decrease the number of 

false positives. Figure 1 illustrates an example of suspicious 

masses. These masses are detected with a mass detection 

approach. Note that only the small region is a true mass, 

however, the rest of regions are false positives ones. In fact, the 

complexity of the texture in the breast tissue induces a 

detection of false positive cases. 

 

Different techniques for false positive reduction have been 

developed during the last decade. We will present, in the 

following subsections, three different approaches to overcome 

the problem of false positive reduction: The first approach is 

based on the application of the Principal Component Analysis 

(PCA); the second approach is based on the proposed extension 

of the PCA approach noted as 2DPCA and the third approach is 

based on Local Binary Pattern (LBP). 
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Fig 1: Example of suspicious masses 

 

These algorithms extract image features from ROIs then train 

the classifiers. 

2.1 PCA for false positive reduction: 
 
      Turk, et al.[11] developed an approach which is based on 

the eigenface approach to overcome the problem of  mass 

positive reduction. They assume that a set of classified ROIs is 

available. The variability in the same class is due to the gray 

value, the texture and the size and shape of mass in the ROI. 

Karhunen-Loeve transform used the eigenvectors. Turk et al. 

Instead of eigenfaces, used the eigenrois. Each ROI is 

transformed into a new space by using the eigenrois. 

As a result, they obtain a vector describing the contribution of 

the eigenroi in the representation of the input image. They 

proposed to use the obtained vector in the contruction of a 

model for the phase of training. The computation of the 

eigenrois allows 95% of the information. 

 

Each tested ROI is classified in its most similar class. In this 

paper, Turk, et al.[11]  used the K-Nearest Neighbors in the 

classification. 

 

2.2  2D-PCA for false positive reduction: 
 
This approach is an improvement of the eigenfaces approach. 

The 2D-PCA has two main advantages: firstly, it’s simpl and 

secondly, it’s easy in the evaluation of the covariance matrix. 

 

In the approach based on eigenface, each image of sizem*n is 

converted to a vector of size m*n. However for two 

dimensional data, it would be trained as a matrix. 

Oliver et al. [12], presented an extension of the PCA to mass 

positive reduction when using the 2DPCA approach. 

The main difference between the two methodologies is that the 

principal component of PCA  is a vector, wheras that of 

2DPCA is a set of vectors. In 2DPCA, the comparison of two 

images means the comparison of constructed features. 

 

 

2.3 LBP for false positif reduction: 

 
2.3.1 Brief review of LBP: 
LBP code [10] is computed for a given pixel in an image  

By comparing its value with those of its neighbours: 
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Where
c

g  corresponds to the gray value of the central pixel,
p

g  

is the value of its neighbours, P presents the total number of 

neighbours and R corresponds to the radius of the neighbrhood. 

If the coordinate of 
c

g  is (0,0), the coordinates of 
p

g are (R 

cos(2πp/P), R sin (2πp/P)). For the neighbours that are not 

located in the grids center, the gray values may be estimated by 

interpolation. 

  

           For each LBP pattern, a histogram may be built. It 

represents the texture of the imge. If  U corresponds to the 

value of an LBP pattern, it is defined as the number of spatial 

transition between 0 and 1 in the pattern: 
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For the uniform LBP patterns, the patterns have limited 

transitions (U<=2) in a circular binary presentation [7]. 

To achieve the rotation invariance, a locally rotation invariant 

pattern may be defined as: 
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2.3.2 Application of LBP to digital mammoghraphy: 
LIadò et al [13], proposed to divide the ROI images into local 

regions of size 5*5. The descriptors of the texture are extracted 

using LBP and they are finally concatenated. The LBP 

histogram encodes the local region appearance as well as the 

spatial relations corresponding to the mass. As a final step, they 

classify the ROIs as mass or no-mass for false positive 

reduction by applying the SVM with polynomial Kernel. 

 

3. Adaptative LBP for mass false positif 

reduction: 
In order to reduce the estimation error of the local difference, 

we propose to use the adaptative LBP (ALBP); it is based on 

the application of the least square estimation (LSE). The 

application of the LSE as additional information in the ALBP 

may provide additional information for the stage of 

classification between mass and non-mass. 

To minimize the directional difference, a parameter 
p

w is 

introduced: 
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Where 
c

g is a column vector which contains all possible ),( jig
c

pixels and 
p

g corresponds to a vector which contains all ),( jig
p

pixels, these two vectors are defined as follows: 
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The ALBP is defined as follow: 

p

P

p

cppRP
gwgsALBP 2).*(

1

0

,






 

Where ],...,,[
120 


P

wwww


corresponds to the weight vector of the 

ALBP. 

      Textural approach has been widely used for medical imaging 

applications. They have proven their usefulness in class 

discrimination in mammographic images [14].  That’s why, we 

propose in this paper the use of the extension of the LBP noted as 

ALBP describing the texture and the textons. The proposed 

methodology consists using  ALBP as texture descriptor in order 

to built local descriptions of the ROIs, and then to combine them 

in a global description. Afterwards, this descriptor is used to 

reduce mass false positive in order to classify correctly masses 

from normal tissue. Figure 2 illustrates some examples of 

extracted ROIs images. 

 (a)             (b)             (c)   

 

 (d)          (e)                 (f)  

Fig 2: Extracted ROIs: (a-c) ROI with mass (d-f) ROI 

without mass 

As a final step of the algorithm, we use the ANN for 

classification. This approach has been successfully used in 

many applications and especially when the expert is not defined 

[15]. The scheme of the ANN has been developped in the same 

manner as the biological nervous system and has been widely 

applied in medical image applications. This methodology adjust 

the weights between the propsed neurons for the  input-output 

function approximation. So, ANN, has been used in the 

algorithms of mammographic images to imitate the perception 

capabilities of expert brain. 

The multilayer perceptron (MLP) as well as the radial basis 

function network (RBF) are two basic types of ANN frequently 

applied in recent works. 

 

This work intends to investigate the RBF to exploit the results 

using the ANN saw its advantages. Details of the used RBF 

parameter are presented in Table1 and the proposed 

architecture is presented in fig.3. 

 

 

Table 1. Details of RBF network parameter 

 

Specifications of RBF parameters 

Activation fuction Radial fuction 

Number of hidden layer 1 

Number of hidden units 20 

Number of input neurons 26 

Number of input neurons 1 

Maximum mean square error  

Number of iterations 2000 

 

 

 

Fig 3: RBF classifier architecture 

 

 
 

4. Results: 
 This section is composed of the following subsections. In the 

beginning, we will start with an introduction of the used database 

for the evaluation of the results is presented. Afterwards, the 

obtained results for different ratios of ROIs representing masses 

and ROIs representing normal tissue are shown.  Finally,  the 

obtained results for different sizes of ROIs are illustrated. 

4.1. Database: 

The evaluation of the proposed approach is based on 1160 

ROIs from the DDSM database [16]. In this selected ROIs, 160 

represent true masses and 1000 ROIs correspond to normal 

tissue. In the DDSM database, for the digitization of the 

mammograms, diverse scanners were used. The obtained 

mammographic images are 12 bits per pixel; they were re-

scaled to present the same resolution. 

4.2. Results for different ROIs ratio: 

This subsection begins with comparing this work with recent one 

using DDSM database and the same number of ROIs. The first 

approach uses the standard PCA, the second approach used the 

2DPCA method and the third is the LBP. Fig4.Shows the 

obtained area under curve (AUC) values for the different ROIs 

ratios.  
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                  Fig 4: AUC of different image sizes 

The performance of the proposed approach is better than PCA 

and 2DPCA approaches. This is clear through the obtained AUC 

value (0.83when using PCA, 0.86 when using 2DPCA, 0.9 when 

using LBP and 0.95 when using ALBP), thus, the latter gives 

better results. 

4.3. Results for different ROI size: 

     The size of the lesion may be classified in six groups 

corresponding to ROI images, these ROIs size intervals 

are:<10mm 2 ,  from 10 to 60 mm 2 , from 60 to 120 mm 2 , from 

120 to 190 mm 2 , from 190 to 270 mm 2  and >270 mm 2 . 

Different number of masses is used in each interval; different 

lesion size is an important characteristic for correct classification 

of masses. Table 2 illustrates the obtained AUCs for different 

ROIs size of ROIs. 

Table 2. AUC for different size of ROI 

 

AUC 

 Size1 Size2 Size3 Size4 Size5 Size6 Mean 

PCA 0.57 0.69 0.7 0.71 0.75 0.8 0.7 

2DPCA 0.89 0.8 0.88 0.83 0.82 0.91 0.85 

LBP 0.82 0.86 0.88 0.85 0.85 0.9 0.86 

ALBP 0.85 0.87 0.9 0.91 0.93 0.96 0.9 

 

4.4. Quantitative comparison with the method 

of the state of the art: 

Table 3 presents a comparison –in terms of AUC value- with 

different approaches dealing with false positif reduction.  In this 

study, we use the same ratio of masses and the same database. 

 To conclude, the comparison of the proposed approach with 

different methods demonstrates the feasibility of ALBP 

descriptors for false positif reduction in mammographic masses. 

Table 3. Comarison of different approaches developed for 

mass false positive reduction  

 

 ROIs Ratio AUC 

Oliver et al. 

[16] 

672 1/3 0.9 

Oliver et al. 

[17] 

588 1/2 0.83 

Sahiner et al. 

[18] 

1792 1/2 0.83 

LIadò et al.[12] 1024 1/3 0.91 

ALBP+ANN 1160 1/2 0.96 

 

5. Conclusion: 
CAD systems have been applied and have got greater value in 

the recent years as a second reader for medical imaging. It 

contributes to the reduction of false positive mammographic 

masses. This work presents a new CAD based on ALBP, which 

is a final texture feature descriptor. It is used to classify the 

ROIs to masses and non-masses. The ANN was used as 

classifier. Different image sizes were applied for improvement 

of detection rates.  Finally, a comparative study with works in 

the state of the art was done for fairer evaluation. 
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Such comparison illustrates that the proposed method gives 

better results (AUC= 0.96).  
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