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ABSTRACT 

This paper presents the basic problems encountered in the 

process of expert knowledge extraction. Several experiments 

were carried out to compare the effectiveness of using 

linguistic and color data during this process. Particular 

attention was given to the color spectrum sets, and an example 

of how they can be applied in the rough sets theory is 

provided. The main purpose of the paper is to prove that the 

color spectrum scale more closely reflects people’s opinions 

than the linguistic scale does and that it is possible to 

effectively integrate the color spectrum scale with the rough 

sets theory to extract expert knowledge. The experiments 

were conducted on a group of real estate specialists to obtain 

knowledge rules during the process of buying a building plot. 

Opinions were collected by questionnaire and interview. The 

experiments confirmed the hypothesis. 
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1. INTRODUCTION 
Knowledge extraction is the process by which the knowledge 

engineer attempts to extract information from an expert: 

opinions on an object or a phenomenon, the evaluation of an 

object or a phenomenon, comments, notes, etc.   

In the rough sets theory, an expert usually works with 

numerical or linguistic input data. A constraint of numerical 

data is that they are unable to reflect all of the information 

coming from the environment, whereas verbal information is 

not sufficiently precise and has a limited scale. For example, 

the expert will not be able to measure the "attractiveness" of a 

building plot using numbers.  For a long time now, scientists 

have argued that phenomena or object descriptions based on 

linguistic data are very labor intensive, controversial, and 

imprecise.  Typically, five to seven linguistic quantifiers are 

used; this significantly limits the precision of evaluating the 

object or criterion, and thus makes precise forecasting using 

verbal data impossible. In addition, for every man the same 

word can have different meanings. Scientists are still looking 

for new methods and tools for expert knowledge extraction 

that will allow the integration of the different data types: 

numerical, linguistic, image, and others. 

 

 

A large number of articles on various aspects of rough sets 

and their applications have been published, with main papers 

contributed by Z. Pawlak, W. Pedrycz, R. Słowiński, A. 

Skowron, S. Tsumoto, Y. Yao, L.A. Zadeh, and many other 

scientists. Rough sets are applied in many domains, e.g., in 

medicine, economics, information technology, 

telecommunication, and marketing [1-13]. Several 

publications reveal the need to extend the traditional rough set 

approach and to integrate it with other methods and 

conceptions [5, 14-20]. Therefore, the idea of using color 

spectrum sets for expert knowledge extraction is introduced. 

A series of experiments were conducted to prove the 

hypothesis that information obtained by means of this scale 

type is more precise and that the knowledge (rules) obtained is 

more reliable.   

Color and image data have become very popular in recent 

years. Scales of pain provide an example of how image data 

can be used in opinion acquisition. A pain scale measures a 

patient’s pain intensity or other features and is based on self-

reported philological data. Especially interesting are face pain 

scales, which were created, generally for children. The Pain 

Intensity Scales Pocket, a convenient pocket tool and a 

foldable set of intensity scales, can be bought on the Pain 

Resources Network web site. The scale includes a 

combination of progressive spectrum colors, verbal 

descriptions, expressive faces, and numeric ratings to indicate 

the degree of pain [21]. Color spectra have been already used 

in many studies to present different types of information. For 

example, such a scale is used in geographical research to 

represent the level of temperature, salinity, density, and 

frequency of the ocean biosphere [22]. In making medical 

diagnosis such a scale is used to indicate the surface plasmon 

resonance angle during the study of the live cell membrane 

[23] or in echocardiography images [24].  In physics, a 

spectrum scale is used, for example, to show the correlation 

between different spectral components during the 

investigation of a single electron transport through 

semiconductor nanostructure [25]. The color spectrum scale is 

also used in many other situations and fields of science.  

Done in recent years, studies have shown that scales with the 

meaning of colors using spectrum analysis and accelerate the 

understanding of information conveyed [26, 27, 28, 29]. The 

scale of 21 colors was selected for further experiments (Fig. 

1). 
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Figure 1. Spectrum scale with 21 colors  

2. EXPERIMENTS 
A human being can see and understand all colors in a 

spectrum in a natural intuitive way. The spectrum of colors is 

a part of the electromagnetic spectrum that can be detected by 

the human eye. The spectrum of colors consists of the 

following simple colors: violet, indigo, blue, cyan, green, 

yellow, orange and red. A simple color is a visual impression 

caused by an electromagnetic wave with a specified length 

between 380 nm and 740 nanometers. 

Each color has a specific meaning. Cool colors are usually not 

reassuring. Violet is a combination of blue and red. Red brings 

dynamism and activity to distanced blue. Light blue often has 

an effect of calmness and relaxation. Green has the same 

calming effect as well as blue, but it also contains some of the 

energy of yellow. Generally, the green has the balancing and 

harmonizing impact. Warm colors convey emotions from 

simple optimism or hope to anger. These are typically 

energetic and positive colors. Yellow is the first warm color in 

the spectrum. It carries the warmth, joy, and at the same time 

it is gentle. The orange color usually creates excitement. Red 

has long been recognized as the color of strong emotions, and 

even aggression. 

One of the ways of using color coding is by integrating them 

with the rough sets theory. To measure the effectiveness of 

such integration, two experiments were carried out. In the first 

experiment the possibility of creating reliable rules using the 

color spectrum scale was examined. The experiment was 

conducted on a group of real estate specialists to obtain 

knowledge rules during the process of buying a building plot. 
The opinions of 45 real estate experts on the attractiveness of 

the location, the quality of the land, and the price were 

analyzed. The opinions were extracted using the color 

spectrum scale as shown in Table 1. 

At the beginning the transformation from color to numbers 

was done (Tab.2). All the collected data were represented as 

an information system, which is a pair S = (U, A), where U 

and A, are finite, nonempty sets called the universe, and the 

set of attributes such that a: U →Va for every a ∈A. The 

information table assigns a value a (x) from 
aV to each 

attribute a and object x in the universe U [30, 31]. After that 

the data in the table were sorted.  

The following condition attributes were defined:  

attractiveness of the location (c1), the quality of the land (c2), 

and price ware analyzed (c3).  

The possible variants of decision were as follows:  

1. I will buy this plot. - 4 

2. I will look for something better; if I do not find 

something better, there is a high probability that I 

will buy it. - 3 

3. I would rather not buy, but I will negotiate. - 2  

4. I will definitely not buy it. - 1 

 
Table 1. The process of data transformation 

answer c1 c2 c3 d support   answer c1 c2 c3 d 

1    2 3 1 15 10 16 3 

2    4 1 2 17 10 15 4 

3    3 3 3 14 11 14 3 

4    3 2 4 13 8 10 3 

5    2 1 5 17 5 14 2 

6    3 2 6 12 12 15 3 

7    2 1 7 15 6 13 2 

8    1 1 8 11 8 17 1 

9    3 4 9 14 14 15 3 

10    3 1 10 15 11 12 3 

11    3 1 11 9 12 15 3 

12    2 2 12 12 8 16 2 

13    4 5 13 16 11 13 4 

14    4 1 14 20 15 14 4 

15    1 2 15 14 9 17 1 

16    3 2 16 17 8 14 3 

17    2 5 17 14 11 15 3 

18    2 1 18 9 8 14 2 

19    4 3 19 14 11 14 4 

20    4 4 20 13 14 13 4 

min max 
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The next step was the identification of lower and upper 

approximation. Thus, two operations should be defined, 

assigning to every UX ⊆ two sets B: lower approximation 

)(XB and upper approximation )(XB [30]: 

})(:)({)( XxBxBXB
Ux

⊆=
∈
U                (1) 

})(:)({)( ∅≠∩=
∈

XxBxBXB
Ux
U    (2) 

In the next step the quality and the accuracy of the rough set 

were assessed. The accuracy of the rough-set representation of 

the set X is given by Pawlak [13] in the following formula: 

))((

))((
)(

XBcard

XBcard
XB =α   (3) 

The accuracy of the rough set representation of X, )(XBα  is 

the ratio of the number of objects that can positively be placed 

in X to the number of objects that can possibly be placed in X 

– this provides a measure of how closely the rough set is 

approximating the target set.  

Then, the dependency of attribute set X on attribute set B is 

given by formula, where U   denotes cardinality of U [30]: 

U

XB

N

i

i∑
== 1

)(

γ      (4) 

According to formulas (1), (2), (3) and (4), the following 

results were obtained: 

card )(XB =39;  card  )(XB =51 

87.0=γ ;  76.0)( =XBα    

Two disjoint classes of attributes were then distinguished in 

an information system, called condition and decision 

attributes. The system is called a decision table and denoted 

by S= (U, C, D), where C and D are disjoint sets of condition 

and decision attributes, respectively. Every 

UX ⊆ determines the sequence )(),...,(1 xcxc n  ; 

)(),...,(1 xdxd m , where },...,{ 1 nccC = ; },...,{ 1 mddD = . 

Each rule consists of antecedent and consequent formulas, 

called premise and conclusion, respectively. Therefore, it can 

be seen as a consequence relation between premise and 

conclusion DC x→ . 

Currently the literature provides a rich set of measures 

introduced to highlight particularly important features of a 

single rule or of the rule set [32-34]. 

Support is one of the most popular measures of the rule 

attractiveness [30, 35]:  

)()()(),(sup xDxCxADCpx ∩==   (5) 

Another measure used in classification is the strength of the 

decision rule DC x→ , which depends on the support and 

cardinality of U.  

U

DCp
DC x

x

),(sup
),( =σ   (6) 

The next measure, the certainty factor of the decision rule, is 

defined as follows [30,35]: 

)(

),(sup

)(

)()(
),(

xC

DCp

xC

XDxC
DCcer x

x =
∩

=  (7) 

It is assumed that if the support of the rule is more than 1 and 

certainty is more than 0.5, it means that this rule is “reliable”. 

The reliability factor is defined by the following formula: 

),(),(),( DCcerDCDCrel xxx ⋅= σ   (8) 

The decision table below presents all the rule attractiveness 

measures for this experiment. 

Table 3. The rule attractiveness measures for color scale 

and four decision variants 

rule c1 c2 c3 d supp σ cer rel 

R1 9 8 14 2 1 0.02 1 - 

R2 9 12 15 3 1 0.02 1 - 

R3 11 8 17 1 1 0.02 1 - 

R4 12 8 16 2 2 0.04 1 0.04 

R5 12 12 15 3 2 0.04 1 0.04 

R6 13 8 10 3 2 0.04 1 0.04 

R7 13 14 13 4 4 0.08 1 0.08 

R8 14 9 17 1 2 0.04 1 0.04 

R9 14 11 14 3 3 0.06 0.5 - 

R10 14 11 14 4 3 0.06 0.5 - 

R11 14 11 15 2 5 0.11 1 0.11 

R12 14 14 15 3 4 0.08 1 0.08 

R13 15 6 13 2 1 0.02 1 - 

R14 15 10 16 2 3 0.06 1 0.06 

R15 15 11 12 3 1 0.02 1 - 

R16 16 11 13 4 5 0.11 1 0.11 

R17 17 5 14 2 1 0.02 1 - 

R18 17 8 14 3 2 0.04 1 0.04 

R19 17 10 15 4 1 0.02 1 - 

R20 20 15 14 4 1 0.02 1 - 

REL        0.64 

 

The sum of all reliability values for the current decision table 

determines the whole reliability of extracted rules.  

∑
=

=

n

x

x DCrelREL

1

),( ,  0 < REL < 1 (9) 

The next part of the experiment was divided into two stages. 

First, each criterion was described with the use of seven 

words, and attractiveness measures were calculated. Then, the 

same manipulations were made using five words to describe 

the criteria.  In the second stage, the number of quantifications 

of the decision attribute was changed from four to two. 

Finally, the results of the first and the second stages were 

compared.    

Experiment with the 5-word scale and four decision variants 
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In this experiment the following condition attributes were 

used: 

 

Location attractiveness:  

Very attractive - 5 

Attractive - 4 

Average attractiveness - 3 

Unattractive - 2 

Very unattractive – 1 

 

Land quality: 

Very high - 5 

High - 4 

Average - 3 

Low - 2 

Very low- 1 

 

Price: 

Very high - 5 

High - 4 

Average - 3 

Low - 2 

Very low - 1 

 

The decision variants were the same as in the second 

experiment. 

 

Using formulas (3) and (4) the following results were 

obtained: 

42.0=γ ;  26.0)( =XBα  

Table 4. The rule attractiveness measures for the 5-word 

scale and four decision variants 

 

rule c1 c2 c3 d supp σ cer rel 

R1 2 3 3 3 1 0.02 1 - 

R2 3 2 2 3 2 0.04 1 0.04 

R3 3 2 4 1 1 0.02 0.25 - 

R4 3 2 4 2 3 0.067 0.75 0.05 

R5 3 3 3 3 5 0.11 0.41 - 

R6 3 3 3 4 7 0.15 0.58 0.087 

R7 3 3 4 2 8 0.17 1 0.17 

R8 4 2 3 2 2 0.04 0.5 - 

R9 4 2 3 3 2 0.04 0.5 - 

R10 4 2 4 1 2 0.04 1 0.04 

R11 4 3 3 3 1 0.02 0.7 - 

R12 4 3 3 4 5 0.11 0.83 0.09 

R13 4 3 4 4 1 0.02 1 - 

R14 4 4 4 3 4 0.088 1 0.088 

R15 5 4 3 4 1 0.02 1 - 

REL        0.565 

 

Experiment with the 7-word scale and four decision variants 

 

In this experiment the following condition attributes were 

used: 

Location attractiveness:  

Absolutely attractive  - 7 

Very attractive - 6 

Attractive - 5 

Average attractiveness - 4 

Unattractive - 3 

Very unattractive - 2 

Absolutely unattractive -1 

 

Land quality: 

Too high - 7 

Very high - 6 

High - 5 

Average - 4 

Low - 3 

Very low - 2 

Extremely low - 1 

 

Price: 

Too high - 7 

Very high - 6 

High - 5 

Average - 4 

Low - 3 

Very low - 2 

Extremely low - 1 

 

According to formulas (3) and (4) the following results were 

obtained: 

  4.0=γ ;  25.0)( =XBα  

Table 5. The rule attractiveness measures for the 7-word 

scale and four decision variants 

 

rule c1 c2 c3 d supp σ cer rel 

R1 3 3 4 1 1 0.02 1 - 

R2 3 4 5 1 1 0.02 1 - 

R3 4 3 3 2 2 0.04 1 - 

R4 4 3 5 1 1 0.02 1 - 

R5 4 3 6 1 2 0.04 1 0.04 

R6 4 4 4 1 3 0.067 0.3 - 

R7 4 4 4 2 7 0.15 0.7 0.08 

R8 4 4 5 1 6 0.13 0.54 0.07 

R9 4 4 5 2 5 0.11 0.46 - 

R10 5 2 4 1 1 0.02 1 - 

R11 5 3 6 1 2 0.04 1 0.04 

R12 5 4 4 2 6 0.13 1 0.13 

R13 5 4 5 1 3 0.067 1 0.067 

R14 6 2 4 1 1 0.02 1 - 

R15 6 2 5 1 2 0.04 1 0.04 

R16 6 3 5 2 1 0.02 1 - 

R17 7 5 4 2 1 0.02 1 - 

REL               0.467 

 

Experiment with the 21-color scale and two decision variants 

In this experiment the decision variants were changed. The 

expert should give one of the following answers: “Yes, I will 

buy this building plot” or “No, I will not buy this building 

plot”.   
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According to formulas (3) and (4) the following results were 

obtained: 

87.0=γ ;  76.0)( =XBα  

Table 6. The rule attractiveness measures for color scale 

and two decision variants 

 

rule c1 c2 c3 d supp σ cer rel 

R1 9 8 14 1 1 0.02 1 - 

R2 9 12 15 2 1 0.02 1 - 

R3 11 8 17 1 1 0.02 1 - 

R4 12 8 16 1 2 0.04 1 0.04 

R5 12 12 15 2 2 0.04 1 0.04 

R6 13 8 10 1 2 0.04 1 0.04 

R7 13 14 13 2 4 0.08 1 0.08 

R8 14 9 17 1 2 0.04 1 0.04 

R9 14 11 14 1 2 0.02 0.33 - 

R10 14 11 14 2 4 0.08 0.66 0.058 

R11 14 11 15 1 5 0.11 1 0.11 

R12 14 14 15 2 4 0.08 1 0.08 

R13 15 6 13 1 1 0.02 1 - 

R14 15 10 16 2 3 0.06 1 0.06 

R15 15 11 12 2 1 0.02 1 - 

R16 16 11 13 2 5 0.11 1 0.11 

R17 17 5 14 1 1 0.02 1 - 

R18 17 8 14 2 2 0.04 1 0.04 

R19 17 10 15 2 1 0.02 1 - 

R20 20 15 14 2 1 0.02 1 - 

REL        0.698 

 

Experiment with the 5-word scale and two decision variants 

 

According to formulas (3) and (4) the following results were 

obtained: 

 

51.0=γ ;  34.0)( =XBα  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7. The rule attractiveness measures for the 5-word 

scale and two decision variants 

rule c1 c2 c3 d supp σ cer rel 

R1 2 3 3 1 1 0.02 1 - 

R2 3 2 2 1 1 0.02 1 - 

R3 3 2 2 2 1 0.02 1 - 

R4 3 2 4 1 4 0.08 1 0.089 

R5 3 3 3 1 6 0.04 0.5 - 

R6 3 3 3 2 6 0.22 0.5 - 

R7 3 3 4 1 8 0.17 1 0.17 

R8 4 2 3 1 2 0.04 0.5 - 

R9 4 2 3 2 2 0.04 0.5 - 

R10 4 2 4 1 2 0.04 1 0.04 

R11 4 3 3 1 1 0.02 0.16  

R12 4 3 3 2 5 0.1 0.83 0.083 

R13 4 3 4 1 1 0.02 1 - 

R14 4 4 4 2 4 0.08 1 0.089 

R15 5 4 3 2 1 0.02 1 - 

REL        0.471 

 

Experiment with the 7-word scale and two decision variants 

According to formulas (3) and (4) the following results were 

obtained: 

53.0=γ ;  36.0)( =XBα  

 

Table 8. The rule attractiveness measures for the 7-word 

scale and two decision variants 

Rule C1 c2 c3 d supp σ cer rel 

R1 3 3 4 1 1 0.02 1 - 

R2 3 4 5 1 1 0.02 1 - 

R3 4 3 3 2 2 0.04 1 - 

R4 4 3 5 1 1 0.02 1 - 

R5 4 3 6 1 2 0.04 1 0.04 

R6 4 4 4 1 3 0.06 0.3 - 

R7 4 4 4 2 7 0.15 0.7 0.08 

R8 4 4 5 1 6 0.13 0.54 0.07 

R9 4 4 5 2 5 0.11 0.46 - 

R10 5 2 4 1 1 0.02 1 - 

R11 5 3 6 1 2 0.04 1 0.04 

R12 5 4 4 2 6 0.13 1 0.13 

R13 5 4 5 1 3 0.06 1 0.06 

R14 6 2 4 1 1 0.02 1 - 

R15 6 2 5 1 2 0.04 1 0.04 

R16 6 3 5 2 1 0.02 1 - 

R17 7 5 4 2 1 0.02 1 - 

REL        0.46 
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3. RESULTS AND DISCUSSION 
The results of the first experiment suggest that the dependency 

and accuracy of the obtained data are high enough since only 

three experts gave conflicting opinions. The whole reliability 

value is 0.7. Thus, all of the facts help prove the hypothesis. 

Table 10 presents the results of the second experiment. 

 

Table 9. The results of experiment 

Rule 

measures 

4 decision variants 2 decision variants 

color 

5 

words 

7 

words color 

5 

words 

7 

words 

dependency 0.87 0.42 0.4 0.86 0.51 0.53 

accuracy 0.76 0.26 0.25 0.76 0.34 0.36 

reliability 0.64 0.56 0.46 0.69 0.47 0.46 

 

There is a large difference between both dependency and 

accuracy obtained by means of the color scale and the 

dependency and accuracy obtained by means of the linguistic 

scales. The worst results are observed when the 7-word scale 

and the 5-word scale are used in the situations with four 

decision variants.  

The whole reliability values of the 5-word scale and the 7-

word scale obtained in the experiment with four decision 

variants do not differ too much and are about 0.47 and 0.46, 

respectively; the whole reliability values from the experiment 

with two decision variants and 7-words scale is the same. 

The effects gained due to the introduction of the color coding 

into the process of knowledge extraction are, primarily, two to 

three times more precise. The experts know the industry very 

well thus their opinions were similar during the experiment, 

which shows that the quality of the data obtained depends 

mainly on expert competence, although sometimes even 

competent experts may have different opinions. The 

conducted experiments demonstrate that it is possible to create 

meaningful, as well as certain rules using the color spectrum 

sets.  
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