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ABSTRACT 

Recent advances in the DNA microarray technology have 

provided the ability to examine and measure the expression 

levels of thousands of genes simultaneously in an organism. In 

this technology each gene is recorded under different conditions 

or each gene is evaluated under a single environment but in 

different types of tissues. In the first case it is used in 

identification of functionally related genes where asthe second 

type of technology is helpful in classification of different types 

of tissues and identification of those genes whose expression 

levels are good diagnostic indicators. Different approaches have 

been applied to classify different datasets. However, the main 

challenges in this task is the availability of a smaller number of 

samples compared to huge number of genes and the noisy 

nature of biological data. This paper review on different 

techniques used to classify the genes and improved efficiency 

of biomarker identification due to these classifications. 

Keywords: Data mining, DNA microarray, Support vector 

machine (SVM), Decision tree, Neural network, Biomarkers. 

1. INTRODUCTION 

In DNA microarray data, each data point produced by a DNA 

micro-array hybridization experiment represents the ratio of 

expression levels of a particular gene under two different 

experimental situations. First the experiment starts                 

with micro-array construction, where the several thousand of 

DNA samples are fixed to a glass slide, each at particular 

position in the array.m-RNA samples are then collected from a 

population of cells subjected to various experiments. These 

samples are converted to cDNA via reverse transcription and 

are labeled with one of two different fluorescent dyes in the 

process.Each one of this experiment consists of hybridizing the 

microarray with two differently labeled cDNA samples 

collected at different times. One of the samples is from the 

reference or background state of the cell, while the other sample 

represents a special condition.One of the samples is from the 

reference or background state of the cell,where as the other 

sample represents a special condition set up by the 

experimenter. The intensity of expression of each individual 

gene is roughly proportional to the amount of cDNA that 

hybridizes with the DNA affixed to the slide. By calculating the 

ratio of each of the two dyes present at the position of each 

DNA sequence on the slide using the technology called laser 

scanning technology, the levels of gene expression for any pair 

of conditions can be calculated or measured. An experiment 

with n DNA samples on a single chip, results in a series of n 

expression-level ratios. The denominator is the expression level 

of the gene in the reference state of the cell, while the 

numerator of each ratio is the expression level of the gene in the 

condition of interest to the experimenter .The data from these 

series of m such experiments may be represented as a gene 

expression matrix, where each of the n rows consists of an m-

element expression vector for a single gene. Emerging advances 

in micro-array “chip” technology allow the simultaneous 

analysis of expression patterns for thousands of gene sequences 

(i.e chip features) and will serve as precursors to genome-wide 

functional analyses. These studies help in identifying complex 

disease genes and bio-markers for disease diagnosis and for 

assessing drug efficacy and toxicity. 

The development of these technologies has also provoked 

importance of their use in clinical trials and diagnosis. One of 

the best applications of gene expression analyses is bio-marker 

identification, thesebio-marker helps for disease risk 

assessment, detection, prediction response to therapy, and 

preventative measures. Bio-markers are expected to be more 

accurate, reliable, efficient for assessing disease risk and 

biological effect; inexpensive and simple to perform.Micro-

arrays provide rapid, efficient, and systematic approaches to 

searching bio-markers with more accuracy for disease diagnosis 

and prognosis, and understanding the basic biology of a 

disorder. Although micro-arrays can generate a large amount of 

informative data, to discover a reliable and efficientbio-markers 

a computational and statistical methods are required. 

2. BACKGROUND 

With the introduction of DNA microarray and gene expression 

the next part of this paper reviews on various classification of 

genes by support vector machine (SVM), decision tree and 

neural network. 

3. CLASSIFICATION BASED ON SVM 

In paper [1] author uses gene classification usingSVM-REF, in 

this paper the efficiency of RFE (Recursive Feature 

Elimination) for SVMis compared against the "naïve" ranking 

on a subset of genes. They found that SVM-RFE is better than 

SVM without RFE and also to other multivariate linear 

discriminate methods, such as Linear Discriminated Analysis 

(LDA) and Mean Squared Error (MSE) with recursive feature 

elimination. 

In this study, the author addresses the problem of selection of a 

small subset of genes from broad patterns of gene expression 

data, recorded on DNA micro-arrays. Author also addresses 

classification problems. In the problem, the features are gene 

expression coefficients and patterns belong to patients. Here the 

input is a vector called a “pattern” of n components called 

“features”.  F isthe n-dimensional feature space.  

Guyon et.al, addresses the problems of dimensionality reduction 

and feature selection.To overcome the above problems 

Guyonet.al, used SVM for classification of gene. Although 

SVMs handle non-linear decision boundaries of arbitrary 

complexity, he limited the studyto linear SVMs because of the 

nature of the data sets under investigation. Guyon et.al.,used 

one of the variants of the soft-margin algorithm. Training 

consists in executing the following quadratic program: 
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Algorithm SVM-train: 

 

Inputs: Training examples               and class 

labels                    

 

Minimize over  : 

   
 

 
                      

  

    

 

 

Subject to: 

                

 

   

Outputs: Parameters  . 

Here author applied this method on two data sets both of which 

consist of a matrix of gene expression vectors obtained from 

DNAmicro-arrays for a number of patients. The first data set 

was taken from cancer patients with two different types of 

leukemia. The second data set was taken from cancerous or 

normal colon tissues. The problem in the first case is to 

distinguish between two variants of leukemia (ALL and 

AML).Guyon et.al., compared his work with baseline method, 

the proposed method eliminates gene redundancy automatically 

and yields better and more compact gene subsets than baseline 

method. In patients with leukemia, the proposed method 

discovered 2 genes that yield zero leave one-out error, while 

baseline method needs 64 genes to get the best result that is one 

leave-one-out error. This method is 98% accurate using only 4 

genes in case of colon cancer database, while the baseline 

method is only 86% accurate. 

The paper [25] researched on gene classification using SVM. 

As members of a larger class of algorithms called kernel 

methods. This method can be non-linearly mapped to a higher-

order feature space by replacing the dot product operation in the 

input space with a kernel function K, support vector machines 

(SVM) is a relatively new learning algorithm. This algorithm is 

introduced to solve two-class pattern recognition problems 

using the principle called Structural Risk Minimization. 

Suppose given a training set in a vector space, this method finds 

the best decision hyper plane that separates a set of positive 

examples from a set of negative examples with maximum 

margin. The quality of a decision hyper plane is determined by 

the distance (referred as margin) between two hyper planes that 

are parallel to the decision hyper plane and touch the closest 

data points of each class. The decision hyper plane with the 

maximum margin is the best decision hyper plan. With this 

definition of the hyper plane, SVM is able to generalize to 

unseen instances quite effectively. In recently applications of 

SVMs to DNA microarray data analysis, kernel functions are 

often selected to be linear, polynomial, or Gaussian form. 

In [22] proposes a new feature selection method that uses a 

backward elimination procedure similar to that implemented in 

support vector machine recursive feature elimination (SVM-

RFE). At each step, the proposed approach computes the feature 

ranking score from a statistical analysis of weight vectors of 

multiple linear SVMs trained on subsamples of the original 

training data.CV [3] is basically a method for estimating 

predictive generalization error based on re-sampling. The 

resulting estimate of generalization error is often used for model 

selection by choosing the model that has the smallest estimated 

generalization error.  Before computing the ranking score for 

each feature, it is important to normalize the weight vectors, 

   
  

    
 

Authors refer to this new feature selection method as MSVM-

RFE, where MSVM stands for multiple SVMs. 

Duanet.al.,evaluated SVM-RFE and MSVM-RFE on four gene 

expression datasets: Breast Cancer (Breast), Colon Tumor 

(Colon), ALL-AML Leukemia (Leukemia), and Lung Cancer 

(Lung). Information about the datasetsis as used in [20]. 

1. Breast dataset: With 24481 genes,number of training 

samples being 78,and 19 test samples. 

2.  Colon dataset: With 2000 genes,number of training 

samples being 42,and with 20 test samples. 

3. Leukemia dataset: With 7129 genes,number of 

training samples 38,and with 34 test samples. 

4. Lungs dataset: With the12533 genes, number of 

training samples 32, with 149 test samples. 

The classification performance is improved significantly with 

gene selection either by SVM-RFE or MSVM-RFE on all the 

datasets, even though SVMs are capable of handling a large 

number of input variables. And the best feature subsets selected 

by MSVM-RFE give better classification accuracy than the best 

feature subsets selected by SVM-RFE. 

In paper [5] authors discovered new technology called 

Recursive Network Elimination (RNE) with SVM. Here author 

demonstrate an algorithm which integrates network information 

with recursive feature elimination based on SVM. First, filter 

one thousand genes selected by t-test from training set so that 

only genes that map to a gene network database remain. Then to 

the remaining genes the Gene Expression Network Analysis 

Tool (GXNA) is applied to form n clusters of genes that are 

highly connected in the network. Using these clusters Linear 

SVM is used to classify the samples and a weight is assigned to 

each cluster based on its significance to the classification. The 

clusters with less information are removed while retaining the 

remainder for the next classification step. This process is 

repeated until an optimal classification result is attained. 

Authors used three dataset for experiment, 

(1) CTCL (I) includes 18 patients and 12 controls [19]  

(2) CTCL (II) consistsof 58 patients and 24 controls. 

(3) Lymphocytedata is from the GXNA study [17]. 

Samples consist of 26 healthy and 30 melanoma patients. 

Authorshave used three algorithms (SVM-RFE, SVM-

RCE,SVM-RNE on these dataset. 

This experimental result gives 100% accuracy in case of 

CTCL(1) dataset with 4 gene identified as biomarkers. In case 

of dataset CTCL(II) it gives 91% of accuracy with 5 genes 

identified as biomarkers. 

In [6] authors have introduced a novel method for cancer 

classification using expressions of few genes. This method used 

three datasets such asLymphoma, Liver and Leukemia datasets 

from micro array gene expression data. For both selection and 

classification this method uses the same classifier .The 

classifiers as Support vector machines-one against all       

(SVM-OAA), k-nearest neighbor (KNN) and Linear 

Discriminant analysis (LDA) were compared with one another. 
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Gene ranking can be performed by the use of Analysis of 

Variance (ANOVA). The classifier is validated using 5 fold 

cross validation (CV) technique. It includes the process such as 

pre-processing the gene expression data, top ranked gene 

selection, gene subset ranking, gene combination, gene 

selection using SVM and classification using SVM, KNN, LDA 

and finally testing data can be predicted. The classifiers     

SVM-OAA performed well on the lymphoma data.Same 

accuracy is achieved on liver and leukemia by KNN and SVM-

OAA classifiers.  

The experiment is repeated for top 10,20,30,50 and 100 genes 

and they found that the accuracy level for the lymphoma data 

varied from 80.65% to 100%, for Leukemia data accuracy is 

89.54% to 100%, and for the Liver data ranging from 95.67% to 

100%. 

In[23] new approach on gene classification has been 

discovered. This approach proposes a Genetic Algorithm (GA) 

with Support Vector Machines (SVM) for the classification of 

high dimensional Microarray data. This approach involvespre-

filtering technique which is based on fuzzy logic. The propose 

method involve 3-stages, 

Stage 1:Pre-processing by fuzzy logic.This stage is to reduce 

the dimension of the initial problem by eliminating gene 

redundancy. 

Stage 2:Gene subset selection by GA/SVM.Genes obtained 

from stage 1 is subjected with wrapper approach, which 

combines GA and SVM, and performs gene subset selection. 

This SVM evaluation is done on set of training data. 

Stage 3: Classification. Reduced set of relevant gene obtained 

from stage 2 is used in final step for gene selection and 

classification. This newselection and classification is now done 

on set oftest data.Wrapper GA/SVM algorithm, uses a SVM 

classifier to evaluate the quality of a gene subset. Suppose a 

chromosome xthat represents a gene subset, apply a (LOOCV) 

Leave-One-OutCross-Validation method to calculate the 

average accuracy (rate of correct classification) of a SVM 

trained with this gene subset. For each chromosome x, 

Fitness(x) = accuracySVM(x). 

Leukemia dataset and the Colon cancer datasetare used for 

classification. The Leukemia dataset consists of 72 samples 

with 7129 gene expression levels. Colon cancer 

datasetcontainsthe expression of 6000 genes with 62 cell 

samples.Experimental results that for the Leukemia dataset, 

obtain a classification rate of 100% using 25 gens. 

Classification rate of 99.41% (with 10 genes) is reached for the 

Colon dataset. 

In [7] authors researched on gene classification. The objective 

is to propose efficient cancer classification techniques which 

provide reliable and significant classification accuracy. To 

achieve this optimal classification the first research goal is to 

find the smallest set of genes that can ensure high accuracy in 

classification using supervised machine learning algorithms. 

The proposed method involves two steps. In the first step, with 

the help of Analysis of Variance (ANOVA) ranking scheme 

some important genes will be chosen. The second step, the 

classification capability is tested for all simple combinations of 

those important genes using a better classifier. The proposed 

method initially uses Support Vector Machine classifier. Then 

Modified Extreme Learning Machine classifier is used for 

increasing the classification accuracy over SVM.   

 

The proposed method is applied on lymphoma data set and liver 

cancer dataset. The expression data of 4026 genes are included 

in the entire data set. Next, 20 genes with highest ANOVA is 

picked. The propose shows 100% accuracy with MELM 

method where as 98.7% accuracy with SVM.  

 In [8] the authors researched on effective classification of 

genes by Blending of LPP and SVM.In the proposed work, 

firstly, the LPP is used to reduce high dimensionality of the 

microarray gene data because LPP preserves the locality of 

neighborhood relationship. Secondly, the SVM is applied on the 

dimensionality reduced gene data for classification. In the 

process of information retrieval in DNA microarray technology, 

gene classification is tough task, if the data is highly 

dimensional and small in size.This technique is consisting of 

two steps, dimensionality reduction and SVM-based 

classification. In the dimensionality reduction, the high 

dimensional gene data is converted to low dimensional data. 

The resulting low dimensional data is then classified using a 

SVM. The SVM is trained by the gene data of different classes. 

Once the SVM is trained by the low dimensional gene data of 

various classes, it will be used to classify any of the similar 

gene expression data. So, before classification the SVM is 

trained with the aid of the gene data of different classes. 

For the experiment purpose sample of human acute leukemia is 

used. The high dimensional gene expression data has been 

subjected to LPP-based dimensionality reduction and so a 

dimensionality reduced gene data with dimensions, 38×38 (i.e. 

ns =38) has been obtained. The accuracy obtained by this 

method is 97.29%. 

4. CLASSIFICATION USING DECISION 

TREES 

Decision trees are one of the most powerful and popular 

approaches in knowledge discovery and data mining, the 

technology of exploring large and complex bodies of data in 

order to discover useful patterns. It enables modeling and 

knowledge extraction from the abundance of data available. 

Decision trees, originally implemented in decision theory and 

statistics, which are highly effective tools in areas such as data 

mining,, machine learning, and pattern recognition, information 

extraction. Benefits of decision trees in data mining that: 

 Decision trees are Self-explanatory and easy to follow when 

compacted 

 It handles a variety of input data 

 It processes the datasets that may have errors or missing 

values 

 High prognostic performance for a relatively small 

computational effort 

 Available in many data mining packages over a variety of 

platforms Useful for various tasks, for example 

classification, clustering and feature selection 

In [17] research on gene classification is shown using decision 

tree technique. It was found that present decision tree methods 

perform poorly for classifying gene expression data. To address 

this problem, authors introduced a new technique for building 

decision trees that is better suited to this scenario. Method is 

based on consideration of the area under the Receiver 

OperatingCharacteristics (ROC) curve [18], to help determine 

decision tree characteristics, such as stopping criteria node and 

selection. 
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The main contributions in there paper is as follows: 

 Development of a decision tree induction technique,ROC-

tree, which in a novel way uses the area under the ROC 

curve (AUC) to select nodes of the tree. The aim of this 

development is to address the problem of classification 

performance of standard decision tree classifiers used for 

gene expression datasets. 

 Purpose of an AUC-based criterion to stop growing the tree. 

 An experimental investigation which demonstrates that 

ROC-tree outperforms well known techniques in terms of 

accuracy as well as overall AUC value.  

The steps involve in algorithm for building the decision tree 

using the ROC measure. 

 Selecting Nodes of the Tree 

 Splitting Threshold 

 Stopping Criterion 

 Labeling the Leaf Nodes. 

Authors used 12 datasets for analysis, of which 6 are GE 

datasets and 6 are non-GE datasets with having rather different 

characteristics. In the experimental analysis 10 techniques are 

used on datasets. The performance of the ROC-tree classifier, a 

10-fold cross validation (CV) scheme is used 10 times for all 12 

datasets. 

In [24] the authors have researched on gene classification. The 

main aim of this research is to construct classifiers that can be 

human readable as well as robust in performance in microarray 

data using decision trees. In this research they have used a real 

world leukemia microarray experiment performed in [19]. 

Leukemia cancer is a cancer of bone marrow or blood cells, i.e. 

a generalized neoplasic proliferation or a hematopoietic cells 

accumulation with or without peripheral blood involvement. 

There are four main types of leukemia: 

• Chronic Myeloid Leukemia (CML),  

• Chronic Lymphoblastic Leukemia (CLL) 

• Acute Myeloid Leukemia (AML), 

• Acute Lymphoblastic Leukemia (ALL). 

The original dataset provided by [19] contains nominal 

(discretized) and continuous values of gene expression data. 

Therefore the author has performed experiments using both 

sorts of values. They defined three different datasets: two of 

them contain nominal (S) and continuous (S′′) values both 

without any further data preprocessing; the third one (S′) 

contains nominal values preprocessed as follows. There are 

three nominal values: ‘A’: gene is absent or not expressed; ‘P’: 

gene is expressed or present and ‘M’: the level of the expression 

is marginal among ‘A’ and ‘P’. Let S1 denote the original 

training set with 38 examples and s1 denotes the original test set 

with 34 examples, both of them containing  ‘M’,‘A’ and ‘P’ 

values. Dataset S′1 is equivalent to S1 but ‘M’ values were 

replaced by ‘?’ and analogously for s′1 from s1. 

Datasets S′′1 and s′′1 correspond to training and test sets 

respectively, both containingcontinuous values. From previous 

it is found that a feature selection method increases the number 

of rules in classifier, for this reason they adopted the different 

strategy. This approach have generated 30 decision trees 

T1,T2,…..,T10, and T′1,T′2 …….T′10,T′′1,T′′2……….T′′10. 

Considering individual trees, the best performance was 

achieved by T′′3 with 5.88% error rate and AUC 0.94, followed 

by both T1 and T′2 with 8.82% error rate and AUC 0.90. 

The experimental results show three decision trees with three 

most significant genes identified by authors. One of the 

decision tree identified as significant gene by author is shown in 

figure 1. 

 

 
 

             

 

 

                                 =P 

 

 

T1   

Figure 1:Decision Tree (Decision tree identified byOscar 

Picchi et. al.,in [24]) 

 

In [26] authors presented a classification method based on 

decision rule using single gene. They used three dataset for 

experiment. They used machine learning method for feature 

selection[4] and classification. In comparisons with other this 

method is simple, effective and robust. Authors estimated the 

classification accuracy rate by testing on independent samples, 

which is more unbiased than the cross validation. Three datasets 

used here are leukemia, lung cancer and prostate cancer.  

 

1. Leukemia dataset: With the 7129 genes, class 

ALL/AML, number of training samples 38,with 34 

test samples. 

2. Lung cancer dataset: With the 12533 genes,class 

MPM ADCA, number of training samples 32, with 

149 test samples. 

3. Prostate cancer dataset: With the 12600 genes, class 

Tumor/Normal, number of training samples 102, with 

34 test samples. 

 

Authors used decision table to represent every cancer 

classification related microarray. In the Decision table, m 

represents samples and n represents genes. Each sample is 

assigned to one class label. Each class is a decision attribute and 

each gene is a condition attribute. g(x, y) signifies the 

expression level of gene y in sample x. 

Three maintask done here is data processing, gene selection, 

gene classification In gene selection informative gene is 

selected by α depended degree [21].This begin with α=1, then 

gradually decrease α value.  In the worst case, stop attempts at 

the point of α=0.7, which is the lower bound. The genes with 

γP(D, α) =1 are picked out. Next, perform the classification 

based on the decision rules induced by the selected genes, and 

apply the classifiers for independent test sets to validate the 

classification performance. 

In leukemia data samples nearly 8 genes are identified with 

higher accuracy, in which two genes have accuracy of 94-100% 

and other two genes have accuracy between 91-100%. 
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 In lung cancer dataset nearly 25 genes with higher accuracy is 

selected based on α value. In which 1 gene with accuracy98-

100% is identified.In the prostate cancer dataset, only when 

α=0.8, 11 genes are marked, with accuracy 91%. 

In [16] authors applied the Data Mining Techniques for Cancer 

Classification using Gene Expression Data. He used t- Statistics 

(t-GA) based genetic algorithm for Feature selection from 

microarray dataset. The decision-based classifier is used which 

is applied on the top data sets. Colon, Leukemia, Lymphoma, 

Lung and Central nervous system (CNS) is selected as datasets. 

The performance of t-GA is compared with the previously used 

gene selection methods such as GA, t-Statistic, Info Gain and 

GS. The experimental result shows when applying the decision 

tress based classifier in all of these data sets with the scoring 

scheme t-GA provides highest accuracy than that of 

GA,Statistic, Info Gain and GS. 

5. CLASSIFICATION BASED ON 

NEURAL NETWORK 

The term neural network was traditionally used to refer to a 

network or circuit of biological neurons. The usage of the term 

often refers to artificial neural networks, which are consisting of 

artificial neurons or nodes. Artificial neural networks are 

composed of interconnecting artificial neurons such as 

programming constructs that mimic the properties of biological 

neurons. ANN may either be used to gain an understanding of 

biological neural networks, as well as for solving artificial 

intelligence problems without necessarily creating a model of a 

real biological system. Real biological nervous system is highly 

complex: artificial neural network algorithms attempt to 

abstract this complexity and focus on what may hypothetically 

matter most from an information processing point of view. 

Good performance such as measured by good predictive ability 

and low generalization error, or human error patterns, or 

performance mimicking animal, can then be used as one source 

of evidence towards supporting the hypothesis that the 

abstraction really captured something important from the point 

of view of information processing in the brain. One more 

incentive for these abstractions is to reduce the amount of 

computation required to simulate ANNs, so as to allow one to 

experiment with larger networks and train them on larger data 

sets. 

In [11] a neural network is used for cancer type classification. 

The method consists of three major steps:First step is principle 

component analysis, 2nd step is relevant gene selection and last 

step is artificial neural network prediction. Dimensionality 

reduction is major problem involve in gene classifications. 

Principle component analysis [12] is to overcome this problem, 

which helps to avoid “over fitting” error in the supervised 

regression model. They observed that insertion of class labels 

into the reduction process does not provide optimal 

performance but introduces bias in the data. Thus, class labels 

are excluded from the dimensions that undergo reduction. 

A model dependent analysis method is used for checking the 

relevancy of each gene, which is defined through sensitivity 

function. For a data set of N samples and K classes denoted as 

c1, c2, . . . , ck, the sensitivity of a gene giwith respect to the 

class labels is defined as, 

 

   
 

 

 

 
     

 

   

 

   

        

This formula gives the importance of a gene with respect to the 

total classification. In addition, they also specified sensitivity of 

each gene gi with respect to each class, cjdefined as, 

    
 

 

 

 
       

 

   

     

Wherecjis the jth class label and giis the ith gene. For each Sij, 

they also defined a sign that tells if the largest contribution to 

the sensitivity is due to positive or negative terms. The Siand 

Sijvalues of genes are calculated, and genes are ranked both 

according to their importance with respect to the total 

classification and to their importance with respect to each 

individual cancer class. The class prediction was done using an 

Artificial Neural Network (ANN) classifier [13]. It was 

observed that selection of 96 genes gives the best performance 

for the data set they used (88 samples of 6567 genes in which 

63 are used in the training process and 25 used in the test). 

In [9] authors proposed a novel radial basis functions (RBF) 

neural network for cancer classification using expression of 

very few genes. This technique was applied to the three data 

sets the lymphoma, the small round blue cell tumors (SRBCT), 

and the ovarian cancer.T-test scoring method is use for gene 

ranking to measure the discriminative ability of genes. RBF 

neural networked used only 9 genes for the lymphoma data, this 

approach also obtained 100% accuracy in the SRBCT data set 

with 8 and the ovarian data with 4 genes. RBF method includes 

two steps;first select some genes with the greatest 

discriminative ability in the training data. In the second step, 

use the selected genes to train RBF neural network and 

subsequently use the trained network to classify the testing 

data.Therefore, the RBF neural network consumes fewer genes 

as well as it also reduces the gene redundancy for cancer 

classification using micro array data compared to the previous 

nearest shrunken centroids. 

                                                                     Output layer 

                                                                      Hidden layer 

 

                                                                      Input layer 

 

Figure 2:RBF neural network 

 

An RBF neural network has three layers as shown in Figure 2. 

 Input layer 

 Hidden layer that includes some radial basis functions, also 

known as hidden kernels,  

 The output layer. 

An RBF neural network can be considered as a mapping of 

input domain X onto the output domain Y. The most commonly 

used kernel function for RBF neural networks is Gaussian 

kernelfunction, 
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Whereσiis the radius of the kernel i. The steps involve in 

constructing an RBF neural network includes:  

(a) Determining the positions of all the kernels ti,  

(b) Determining the radius of each kernel 

(c) Calculating the weights between the kernels and the output 

nodes. 

The lymphoma data set entire data set includes the expression 

data of 4026 genes. The SRBCT data contains the expression 

data of 2308 genes. The ovarian data contains 125 samples; the 

entire data set includes the expression data of 3363 genes. 

In paper [10] the authors proposed there work on gene 

classification.Given an enhanced wavelet neural network for 

early analysis of cancer patients using clustering algorithms. A 

variety of clustering algorithms, such as K-means (KM), 

symmetry-based K-means (SBKM),Fuzzy C-means (FCM), 

symmetry-based Fuzzy C-means (SBFCM) and modified point 

symmetry-based K-means (MPKM) is used by author in his 

work. Based on these algorithms he caused the translation 

parameter. The data sets such as LEU, SRBCT, GLO and CNS 

collected for the development of cancer classification in the use 

of micro array gene expression data. Feature selection from 

micro array gene data set is performed by using T-Test. The 

highest classification can be achieved with the use of MPKM 

algorithms in all the three data sets. The experimental results 

showed that the proposed classifiers achieved a superior 

accuracy, which ranges from 86% to 100%. Performance 

comparisons are also done with some other classifiers, which 

show this proposed approach outperforms most of them. 

In [14] authors established a classifier called Semi supervised 

Ellipsoid ARTMAP (SsEAM) for multi class cancer. 

Informative gene selection has been completed by Particle 

swarm optimization. The classifier such as Semi supervised 

Ellipsoid ARTMAP is a neural network architecture that is 

embedded in Adaptive Resonance Theory classification tasks 

have been performed by clustering data that are attributed with 

the same class label. An evolutionary algorithm-based 

technique called PSO for global optimization used to point out 

whether the genes are designated or not. The data set used in his 

work is NC169 data from the national cancer institute [15], 

Acute Leukemia Data and acute lymphoblastic leukemia (ALL) 

data set. Classification accuracy for three of these data sets has 

been computed using EAM, SsEAM, PNN, ANN, LVQ1 and 

KNN. PSO and Fisher Criterion based on the classifier have 

made a Gene selection. Compared with other machine learning 

technique SsEAM with PSO performed well on all of these 

three data sets as well as classification accuracy also is different 

and significant. 

NCI60 Data 

The data set includes 1,416 gene expression profiles for 60 cell 

lines in a drug discovery screen by the National Cancer Institute 

the best result author  obtain with ssEAM/PSO is 87.9 percent 

(79 genes are selected by PSO). 

Acute Leukemia Data 

This datasets consist of 72 samples that contain three different 

leukemia types,i.e 25 acute myeloid leukemia (AML),38m  B-

cell acute lymphoblastic leukemia (ALL), and nine T-cell ALL 

These samples are divided into two groups, 38 for training and 

34 for testing .The best classification accuracy is achieved by 

ssEAM when 63 or 97 genes are selected with PSO,and the 

accuracy with 97%. 

All Data 

This data set consists of six different acute lymphoblastic 

leukemia subtypes; the best classification accuracy is achieved 

by ssEAM when 95 genes are selected with PSO,with 

efficiency of 98%. 

6. CONCLUSION 

The above survey concludes that better neural network 

techniques can be incorporated with the present research work 

for less complexity and better learning capacity. And it also 

concludes thatSVM has performed better in almost all the 

datasets. Different classification methods have different 

performance on different datasets. Researchers have also used 

the ensemble of classifier to exploit the characteristic of each 

classifier and the combined effect improves the performance for 

any dataset in use. Ensemble of feature selection can also be 

used to obtain the more significant genes for better 

classification. Table 1 reviews the accuracies obtained for 

different classifier (SVM, Decision trees and neural networks) 

on different cancerous microarray gene expression datasets. The 

table 1 also lists the count of the number of marker genes 

identified by these algorithms. 
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Table 1: The table shows the accuracy and biomarkers obtained for different classification methods. 

 

Author Techniques Accuracy (%) 
Number of  gene 

Identified 

R. Mallika, And V. 

Saravanan 

 

Novel Method-SVM 

OAA 

Lymphoma=100% 

Liver data=97.44% 

Leukaemiadata=95.83% 

10 

RuiXu, 

Anagnostopoulos 

Semisupervised 

Ellipsoid 

ARTMAP(neural 

network architecture) 

NCI60 Data=89.7% 

AcuteLeukemia=97% 

All Data=98% 

NCI60 Data=79 

Acute Leukemia=63-

97 

All Data=95 

Jinn 

T-Genetic Algorithm- 

decision tress based 

classifier 

97.70% Unknown 

Osareh, A. Shadgar, B. 

 

SVM, K-nearest 

neighbors and 

probabilistic neural 

networks 

98.80% 

 
Unknown 

Zainuddin. Z and 

Pauline 

MPKM-Wavelet Neural 

Networks 
88-100% Unknown 

Lipo Wang, Feng Chu, 

 

Fuzzy, neural networks-

RBF 

 

Lymphoma=100% 

SRBCT=100% 

Ovarian=100% 

Lymphoma=9 

SRBCT=8 

Ovarian=4 

XIAOSHENG WANG 

and OSAMU GOTOH 

Single gene decision 

rule 

Leukemia=94-100% 

Lung cancer= 98-100% 

Prostate  cancer =91% 

Leukemia=8 

Lung cancer=25 

Prostate  cancer=11 

MarufHossainMd.Rafiul 

Hassan 
Decision tree with ROC 89.0% Unknown 

Malik Yousef, 

Mohamed Ketany 
SVM-RNE 

CTCL(I)=100% 

CTCL(II)=91% 

Lymphocyte =80% 

CTCL(I)=4 

CTCL(II)=5 

Lymphocyte=13 

Oscar 

PicchiNetto, Ricardo 

Nozawa 

Decision tree Leukemia =95% 

(AML AND ALL) 

DT(nominal)=2 

DT(continuous)=1 

A. Bharathi and A.M. 

Natarajan 

ANOVA Ranking 

Scheme-SVM 
97.91% Unknown 

ISABELLE GUYON SVM 
Leukemia=100% 

Colon=98% 

Leukemia=2 

colon cancer=4 

Edmundo Bonilla 

Huerta, B´eatrice Duval, 

and Jin-Kao 

Hybrid GA/SVM 
Colon=99.41% 

Leukemia=100% 

Leukemia =25 

Colon=10 

Jagath and Haiying 

Wang 
MSVM-RFE 95% 

Breast=161 

Colon=3 

Leukemia=37 

Lung dataset=3 
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