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ABSTRACT

Many recent events, such as terrorist attacks, have exposed the se-
rious weaknesses in most sophisticated security systems. Three di-
mensional (3D) human face recognition is emerging as a significant
biometric technology. Research interest in 3D face recognition has
increased during recent years due to the availability of improved
3D acquisition devices and processing algorithms. In this paper,
the novel method for three dimensional (3D) face recognition using
Radon transform and Symbolic LDA based features of 3D range
face images is proposed. In this method, the Symbolic LDA based
feature computation takes into account the face image variations to
a larger extent and has the advantage of dimensionality reduction.
The experimental results have yielded 99.50% recognition perfor-
mance with reduced computational cost, which compares well with
other state-of-the-art methods.
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1. INTRODUCTION

Many recent events, such as terrorist attacks, have exposed the
serious weaknesses in most sophisticated security systems. Var-
ious government agencies are now more motivated to improve
security data systems based on body or behavioral character-
istics, often called biometrics. In general, biometric systems
process raw data in order to extract a template which is easier to
process and store, but carries most of the information needed. It
is a very attractive technology, because it can be integrated into
any application requiring security or access control, effectively
eliminating risks associated with less advanced technologies
that are based on what a person has or know rather than whom
a person really is. Perhaps the most common biometrics are
finger-prints and iris, but many other human characteristics
have been studied in last years: finger/palm geometry, voice,
signature, face.

With recent advances in image capture techniques and devices,
various types of face-image data have been utilized and various
algorithms have been developed for each type of an image[1,2].
Among various types of face images, a 2D intensity image has
been the most popular and common image data used for face
recognition, because it is easy to acquire and utilize. It, however,
has the intrinsic problem that it is vulnerable to the change of
illumination. Sometimes the change of illumination gives more
difference than the change of people, which severely degrades
the recognition performance. Therefore, illumination-controlled
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images are required to avoid such an undesirable situation when
2D intensity images are used. To overcome the limitation of
2D intensity images, 3D images are being used, such as 3D
meshes and range images. A 3D mesh image is the best 2D
representation of 3D objects. It contains 3D structural informa-
tion of the surface as well as the intensity information of each
point. By utilizing the 3D structural information, the problem of
vulnerability to the change of illumination can be solved. A 3D
mesh image is a suitable image data for face recognition, but the
data is complex and difficult to handle. A range image can be a
good alternative to a 3D mesh image. A range image contains
the structural information of a face and also is simple to utilize
for face recognition.

A range image is simply an image with depth information. In
other words, a range image is an array of numbers where the
numbers quantify the distances from the focal plane of the sensor
to the surfaces of objects within the field of view along rays
emanating from a regularly spaced grid. For example, a nose tip
is the closest point to the camera on a face, so it has the highest
numerical value. Range images have some advantages over
2D intensity images and 3D mesh images. First, range images
are robust to the change of illumination and color because the
value on each point represents the depth value which does not
depend on illumination or color. Also, range images are simple
representations of 3D information. The 3D information in 3D
mesh images is useful in face recognition, but it is difficult to
handle. Different from 3D mesh images, it is easy to utilize the
3D information of range images because the 3D information of
each point is explicit on a regularly spaced grid. Due to these
advantages, range images are very promising in face recognition.

A survey of literature on the research work focusing on various
potential problems and challenges in the 3D face recognition
can be found in the survey[1-4,10,11]. Gupta et al.[5] presented
a novel anthropometric 3D face recognition algorithm. This ap-
proach employs 3D Euclidean and Geodesic distances between
10 automatically located anthropometric facial fiducial points
and a linear discriminant classifier with 96.8% recognition rate.
Lu et al.[6] constructed many 3D models as registered templates,
and then they matched 2.5D images (original 3D data) to these
models using iterative closest point (ICP). Chang et al. [7]
describe a “multi-region” approach to 3D face recognition. It
is a type of classifier ensemble approach in which multiple
overlapping sub regions around the nose are independently
matched using ICP and the results of the 3D matching are fused.
The symbolic data analysis[12,13] deals with interval-valued
variables, which capture the face image variabilities due to
changes in the illumination, orientation and expressions. Hire-



math and Prabhakar [15] have employed symbolic data analysis
approach for 2D face recognition based on eigenfaces. Hiremath
and Manjunath [16] have investigated the 3D face recognition
by using Radon Transform and PCA, which yielded recognition
accuracy of 95.30%.

In the present paper, the objective is to propose a method for
3D face recognition using Radon transform and Symbolic Lin-
ear Discriminant Analysis method (Symbolic LDA). The exper-
imentation is done using the Texas 3D face database [8], and the
results demonstrate the efficacy of the proposed method.

2. MATERIALS AND METHODS

For experimentation, the Texas 3D Face Database [8] is consid-
ered. The 3D models in the Texas 3D Face recognition Database
were acquired using an MU-2 stereo imaging system. All sub-
jects were requested to stand at a known distance from the cam-
era system. The stereo system was calibrated against a target
image containing a known pattern of dots on a white back-
ground. The database contains 1149 3D models of 118 adult hu-
man subjects. The number of images of each subject varies from
2 per subject to 89 per subject. The subjects’ age ranges from
minimum 22 to maximum 77 years. The database includes im-
ages of both males and females from the major ethnic groups
of Caucasians, Africans, Asians, East-Indians, and Hispanics.
The facial expressions present are smiling or talking faces with
open/closed mouths and/or closed eyes. The neutral faces are
emotionless.

3. PROPOSED METHODOLOGY

The proposed method comprises the extension of linear discrimi-
nant analysis (LDA) of Radon transformed 3D face range images
to the symbolic data framework and is described below.

3.1 Radon Transform

The Radon transform (RT) is a fundamental tool in many areas.
The 3D Radon transform is defined using 1D projections of a
3D object f{x,y,z) where these projections are obtained by inte-
grating f{x,y,z) on a plane, whose orientation can be described by
a unit vector &. Geometrically, the continuous 3D Radon trans-
form maps a function R? into the set of its plane integrals in R>.
Given a 3D function f (&) f(z, vy, z) and a plane whose represen-
tation is given using the normal & and the distance s of the plane
from the origin, the 3D continuous Radon Transform of f for this
plane is defined by

(@s) ///f 5(& o — 5)dz
L f e

(xsin @ cos ¢ + ysinOsin ¢ + z cos O — s)dxdydz

where ¥ =[z,y, 2] , &@=[sin @ cos p,sin §sin ¢, cos O]T, and
0 is Dirac’s delta function defined by §(z) = 0,z # 0,
f_o; d(z)dz = 1. The Radon transform maps the spatial do-
main (x,y,z) to the domain (&, s), which are not the polar co-
ordinates. The 3D continuous Radon transform satisfies the 3D
Fourier slice theorem[9].

3.2 Symbolic LDA

In this section, the extension of linear discriminant analysis
(LDA) to symbolic data analysis frame work [12,14,15] is con-
sidered. Consider the 3D range face imagesI'y, ', ...,I',,, each
of size M x N, from Texas 3D range face image database. Let
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Q = TI'y,,...,T',, be the collection of n 3D range face im-
ages of the database, which are first order objects. Each ob-
ject Ty € Q1 = 1,2,...,n, is described by a matrix A;
(1 =1,2,. ) where each component Y, a = 1,2, ..., M,
and b= 1 2 , is a single valued variable representmg the 3D
range values of the face image I';. An image set is a collection
of face images of m different subjects and each subject has dif-
ferent images with varying expressions and illuminations. Thus,
there are m number of second order objects (face classes) de-
noted by E = {c1, ¢, ..., }, €ach consisting of different in-
dividual images, I'; € €, of a subject. The face images of each
face class are arranged from right side view to left side view. The
feature matrix of k*” sub face class c¥ of it" face class c;, where
k=1,2,....,q,1=1,2,. , 18 described by a matrix X7 of
size M X N that contalns 1nterval variable a® ,,a = 1,2, ..., M,
and b = 1,2, ..., N. The matrix is called as symbolic face and is

represented as :
k k
X @1 - AN
X' = R o
Aiprr e AN

The interval variable a »of kthsub face class cF of i*" face
class ¢; is described as amb(c’“) = [zF ., ZF ], where z¥ , and
ZF , are minimum and maximum intensity values, respectively,
among (a,b)t" feature inside the k*"sub face class of i!face
class. Thus, the gm symbolic faces obtained from the given im-
age database.

Now, apply LDA method to the centers ;t *» € Rof the interval

[mfalﬁ zab] glven by

ith

=k k

ke — Tiab t Ziap
iab 2

The M x N symbolic face X*“ containing the centers ¥, € R

of the intervals a® , of symbolic face XF is given by

ke ke
e @11 - OGN
XF = . . .
K k(? kC
Ui o GMN

In the symbolic LDA approach, to calculate the scatter (within
and between class) matrices of gm symbolic faces X ¥, where
i=1,2,...,m and k=1,2,...,q, the within-class image scatter ma-
trix Sy, is defined as

Z Z (XF = M)T(XF — M)

where M; = é >i_, X[, and the between-class image scatter

matrix S, as

m

Sy =Y (M; — M) (M; — M),

i=1

where M = -1 3" X*° In discriminant analysis, to deter-
qm ?,
det{Sy}

mine the projection axis that maximizes the ratio 4 5or In

other words, to maximize the between-class image scatter ma-
trix while minimizing the within-class image scatter matrix. It
has been proved [10,14] that this ratio is maximized when the
column vector of projection axis V is the eigenvector of S!S,
corresponding to first p largest eigenvalues. For each symbolic
face X , the family of projected feature vectors, Z1, Zs, ..., Zy
are considered as:

Zs = X[V,

where s=1,2,....p. Let BY = [Z, Zs, ..., Z,,], which is called as
the feature matrix of the symbolic face X¥. The feature matrix
Bics: of the test image X4 is obtained as :
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Fig. 1. Overview of proposed framework

Z(test)s = Xtest Vs,

where s=1,2,...,p and
Btest = [Z(test)h Z(test)2> (s Z(test)p]-

3.3 Proposed Method

The Figure 1 shows the overview of proposed framework. The
algorithms of the training phase and the testing phase of the
proposed method are given below:

Algorithm 1: Training Phase

(1) Input the range image I1 from the training set containing M
images.

(2) Apply Radon transform, from 0° to 180° orientations (in
steps of /), to the input range image I1 yielding a binary
image 12.

(3) Superpose the binary image 12 obtained in the Step 2 on
the input range image I1 to obtain the cropped facial range
image I3.

(4) Repeat the Steps 1 to 3 for all the M facial range images in
the training set.

®)
(6

Apply Symbolic LDA to the set of cropped facial range.

Compute the weights wi,ws, ...,w, for each training face
image, where p < M is the dimension of eigen subspace on
which the training face image is projected.

(7) Store the weights w;,ws,...,wpfor each training image as its
facial features in the Symbolic LDA feature library of the

face database.
Algorithm 2: Testing Phase

(1) Input the test range image Z1.

(2) Apply Radon transform, from 0° to 180°orientations (in
steps of h), to the input range image Z1 yielding a binary
image Z2.

(3) Superimpose the binary image Z2 on Z1 to obtain the

cropped facial image Z3.

(4) Compute the symbolic weights wi®* i = 1,2, ..., p, for the

test image Z1 by projecting the test image on the Symbolic

LDA feature subspace of dimension p.

(5) Compute the Euclidian distance D between the feature vec-

tor w®s* and the feature vectors stored in the Symbolic LDA

feature library.
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Fig. 2. Sample range images of the training set.

Fig. 3. The facial texture images corresponding to the training
range images of the Figure 2

(6) The face image in the face database, corresponding to the
minimum distance D computed in the Step 5, is the recog-
nized face.

(7) Output the texture face image corresponding to the recog-
nized facial range image of the Step 6.

4. RESULTS AND DISCUSSION

For experimentation, the Texas 3D face database [8] is consid-
ered. The proposed method is implemented using Intel Core 2
Quad processor @ 2.66 GHz machine and MATLAB 7.9. In the
training phase, 10 frontal face images, with different expressions,
of each of the 100 subjects are selected as training data set. For
each face class (subject), two subclasses are formed; one sub-
class contains the face images with varying illumination, while
the other subclass contains the face images of the same subject
with varying facial expressions. In the testing phase, randomly
chosen 200 face images of the Texas 3D face database with vari-
ations in facial expressions are used. The sample training images
which are used for our experimentation are shown in the Figure
2, and their corresponding texture images are shown in the Figure
3. The recognition rates obtained by the proposed (RT+Symbolic
LDA) approach is compared with PCA (alone), RT+PCA[16],
RT+PCA+LDA[17] and Symbolic PCA[18] methods and the
comparison is presented in the Table 1. The graph of recogni-
tion rates versus the number of eigenfaces is shown in the Figure
4 for the proposed method (RT+Symbolic LDA). It is observed
that the recognition rate improves as the number of eigenfaces
is increased. It is 99.50% for 5 LDA components in case of the
proposed method. Further, the proposed method based on RT and
Symbolic LDA outperforms the PCA, RT+PCA, RT+PCA+LDA
and RT+Symbolic PCA methods. The RT+Symbolic LDA pro-
duces the classification results with same accuracy as that of
RT+PCA+LDA is obsereved, but with reduced computational
cost.

5. CONCLUSION

In this paper, a novel method for three dimensional (3D) face
recognition using Radon transform and Symbolic LDA based
features of 3D range face images is proposed. In this method,
the Symbolic LDA based feature computation takes into account
face image variations to a larger extent and has advantage of di-
mensionality reduction. The experimental results have yielded
99.50% recognition performance with reduced complexity and a
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Fig. 4. The recognition accuracy (%) versus the number of
eigenfaces obtained for the proposed method and the other
methods.

Table 1. Performance comparison of PCA, Symbolic PCA, RT+PCA

and RT+Symbolic PCA in terms of recognition rates(%)

No. of | PCA Symbolicf RT + | RT + RT+PCA| RT+

Eigen [16] PCA PCA Symbolic| +LDA Symbolic

Components [18] [16] PCA[18]| [17] LDA
(Proposed

5 58.50 59 60.10 62 61.6 68

10 76.10 71 77.50 78 77.90 83.50

15 81.50 82 84.36 85.5 85.10 88

20 87.10 88 90.19 91 91.20 94

25 87.61 88.5 94.10 95 94.20 97

30 88.50 89.5 94.16 96 9591 98

35 89.11 90 95.20 96.5 97.90 98

40 89.47 91 95.30 97 99.16 99.50

small number of features, which compares well with other state-
of-the-art methods. The experimental results demonstrate the ef-
ficacy and the robustness of the method to illumination and pose
variations. The recognition accuracy can be further improved by
considering a larger training set and a better classifier.
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