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ABSTRACT  

Radiometric degradation is a common problem in the image 

restoration part of many applications. The degradation may 

involve blurring, information loss due to sampling, 

quantization effects and various sources of noise. The purpose 

of image restoration is to estimate the original image from the 

degraded image. There is much research carried out in an 

effort to deblur such images. To tackle this problem, different 

blur invariants had existed so far. Wavelet domain blurs 

invariants are used only for discrete 2D signals in spatial 

domain where it is concentrated in centrally symmetric blurs 

and also in the wavelet domain, directional prediction is so 

hard to find smoother contours. In this paper, the Contourlet 

Transform was proposed to address the lack of geometrical 

structure in the separable 2D Wavelet Transform. Because of 

its filter bank structure, the Contourlet Transform is not Shift 

invariant. Contourlet not only possess the features of wavelet 

(namely multiscale and time frequency localization), but also 

offer a high degree of directionality and anisotropy. The 

Contourlet domain invariant is proposed for both 2D and 3D 

signals based on frequency domain. By using disc and motion 

filter, the blur images are  produced and are divided into equal 

pixels and also the dependent terms are discarded in blur 

invariants which reduce correlation, simplifies computation 

and also reduces noise using a Wiener filter in order to get the 

deblurred image. It is also proved that frequency domain blur 

invariants are a special version of the proposed invariants and 

numerical experiments on an image deblurring show that the 

proposed new Contourlet Transform can significantly 

outperform in terms of PSNR (by several DB’s). It is widely 

used in various fields of applications, such as medical 

imaging, astronomical imaging, remote sensing, microscopy 

imaging, photography imaging, photography deblurring and 

forensic  

 

Science. The software tool used in the proposed work is 

MATLAB R2009a. 

 

Keywords: Blur moment invariants, Centrally Symmetric 

blur, Contourlet domain invariants, shift-invariant wavelet 

transform. 

1. INTRODUCTION 
Image restoration is an important issue in high-level image 

processing. Images are often degraded during the data 

acquisition process. The degradation may involve blurring, 

information loss due to sampling, quantization effects, and 

various sources of noise. The purpose of image restoration is 

to estimate the original image from the degraded data. It is 

widely used in various fields of applications, such as medical 

imaging, astronomical imaging, remote sensing, microscopy 

imaging, photography deblurring, and forensic science, etc. 

Images are produced to record or display useful information. 

Due to imperfections in the imaging and capturing process, 

however, the recorded image invariably represents a degraded 

version of the original scene. The undoing of these 

imperfections is crucial to many of the subsequent image 

processing tasks. There exists a wide range of different 

degradations, which are to be taken into account, for instance 

noise, geometrical degradations (pincushion distortion), 

illumination and color imperfections (under/overexposure, 

saturation), and blur. Blurring is a form of bandwidth 

reduction of an ideal image owing to the imperfect image 

formation process. It can be caused by relative motion 

between the camera and the original scene, or by an optical 

system that is out of focus. When aerial photographs are 

produced for remote sensing purposes, blurs are introduced by 

atmospheric turbulence, aberrations in the optical system, and 

relative motion between the camera and the ground. Such 

blurring is not confined to optical images, for example 

electron micrographs are corrupted by spherical aberrations of 

the electron lenses. In addition to these blurring effects, noise 

always corrupts any recorded image. Noise may be introduced 

by the medium through which the image is created (random 

absorption or scatter effects), by the recording medium 

(sensor noise), by measurement errors due to the limited 

accuracy of the recording system, and by quantization of the 

data for digital storage. The field of image restoration 

(sometimes referred to as image deblurring or image 

deconvolution) is concerned with the reconstruction or 

estimation of the encrypted image from a blurred and noisy 

one. Essentially, it tries to perform an operation on the image 

that is the inverse of the imperfections in the image formation 

system. In the use of image restoration methods, the 

characteristics of the degrading system and the noise are 

assumed to be known a priori. In practical situations, however 

one may not be able to obtain this information directly from 

the image formation process. The goal of blur identification is 

to estimate the attributes of the imperfect imaging system 

from the observed degraded image itself prior to the 

restoration process. 
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Deteriorations in images are basically of two types, i.e., 

geometric distortions and radiometric degradations. In 

geometric distortion includes distortions such as translation, 

scaling, and rotation. There are many different approaches in 

the literature that are proposed for dealing with these 

problems. Hu, for the first time, proposed descriptors that are 

invariant to some of basic linear geometric distortions [1]. 

Recently, a novel approach has been put forward by Flusser et 

al. [3], where implicit moment invariants are introduced for 

dealing with nonlinear deformations. For surveys on similar 

invariants refer to [4] –[6]. Unlike geometric distortions, there 

are fewer research works carried out on radiometric 

degradations. They are generally introduced to images due to 

the movement of the subject, unfocused camera, and nonideal 

image-capturing environment. The general model that is 

commonly used in the observed image is 

 

                                                   (1) 

 

In this model,   is the observed image; and   and   

are the original image and noise, respectively; and   is the 

degradation operator. If it is assumed that   is linear and 

space invariant, for 2-D discrete signals, the general model 

can be simplified to 

 

                                           (2) 

 

Where ‘*’ denotes the convolution, and b is the 

point spread function of the system. The proposed approaches 

for dealing with blur can be categorized into two types: 1) 

optical blur and 2) motion blur. In blind restoration 

techniques, the purpose is to identify the blur system model 

and extract the actual signal [7], [8]. The main application of 

these methods is in signal restoration. There are also similar 

techniques in which the effort is to only restore the features of 

degraded signals [9], with their main application in pattern 

recognition. Although these techniques have been vastly used, 

they suffer from major drawbacks: deblurring is an ill-posed 

problem, and because of the identification part, they are 

computationally expensive, while it is not required to identify 

the blur system in many applications. The second type of 

technique focuses on developing descriptors that are 

inherently invariant to blur. The main advantage of these 

methods is that they do not go through the process of 

identifying the blur system. Flusser et al. [10] Established this 

type for the first time. Their invariant descriptors were 

developed in the spatial domain and based on geometric 

moments. Their assumption was that the blur operator is 

symmetric. Later, they represented a closed format of the 

invariants [11] and added extra properties to the descriptors in 

order to make them invariant to geometric distortions while 

changing their assumption for the blur systems to centrally 

symmetric [12], [13]. They also developed these invariants for 

1-D signals [14]. Utilizing complex moments, Flusser and 

Zitovà proposed descriptors that are both invariant to centrally 

symmetric blur and rotation [15]. Liu and Zhang [16] also 

developed similar blur invariants using complex moments. 

Metari and Deschenes [17] exploited the Mellin transform 

properties in order to define a different representation of 

geometric-moment-based blur-invariant descriptors. They also 

showed that their proposed descriptors are invariant to a few 

geometric distortions as well. Instead of using geometric 

moments, Zhang et al. [18] employed Legendre moments in 

order to define their invariants in the spatial domain. On the 

other hand, Ji and Zhu [19] proved that Zernikemoments are 

inherently invariant to Gaussian blur when .Along with the 

blur-invariant descriptors defined in the spatial domain, there 

are some other methods that are developed in the Fourier 

domain. Flusser and Suk [13] proposed their Fourier-based 

invariants for 1-D signals based on the tangent of the phase of 

signals and proved that they are invariant to blur. They 

developed this representation for 2-D signals and showed their 

relationship with their invariants in the spatial domain [12]. 

These invariants were later developed for signals and made to 

be invariant to some of the geometric distortions [20]. 

 

Ojansivu and Heikkilä [21], however, showed that 

Flusser’s invariants are sensitive to noise when implemented 

in the Fourier domain because of their use of a tangent 

operator. They proposed a different representation of 

invariants in the Fourier domain. Subsequently, they made 

them invariant to the affinetransform as well [22]. Blur 

moment invariants showed their practicality in a vast area of 

research: image registration [13], [23], remote sensing [24], 

[25], forgery detection [26], recognition [11], [16], [27], 

stereo matching [28], and control point extraction [29]. 

 

In this paper, Contourlet-domain descriptors are 

proposed, which are invariant to centrally symmetric Blur 

systems. The main advantages of these invariants will involve 

the exploration of a directional extension of the 

multidimensional wavelet transform called, ‘Contourlets’. The 

idea will be developed for 2D images and the effect of 

different types of blur will be studied and also how to recover 

the deblur images using wiener filter using Contourlet 

Transform.  

 

The rest of the paper is organized as follows: section 

2 introduces the Contourlet Transform. Section 3explains 

proposed method. Simulation results and comparisons with 

different Blur systems are presented in the section. Finally, 

Section v concludes the paper. 

 

2. CONTOURLET TRANSFORM 

 

Wavelets are classified as a linear transform that is capable of 

displaying the transformed output at multiple resolutions 

depending on the point of time/space and at the desired 

frequency. In contrast to the Short-Time Fourier Transform 

(STFT), the resolution changes depending on the frequency 

that is to be examined and at what time or spatial area is to be 

examined [30]. In the 1-D case, wavelets are used for signal 

processing by the virtue that wavelets can store more 

frequency information with less coefficients and 

reconstruction is only limited by the coefficients that are 

available. Wavelets can be naively extended to the   2-D case 



International Journal of Computer Applications (0975 – 8887) 

Volume 66– No.22, March 2013 

10 

by means of separable functions, but there is limited 

directional information stored in a regular 2-D wavelet 

transform. Because of the Severability limitations, only a 

horizontal, vertical, and 45 degree component can be easily 

determined. Incidentally, edges can be seen easily, but 

directional information about the edge is not known. Because 

of this, it takes more coefficients to do a proper reconstruction 

of the edges [31]. Typically, a separable 2-D wavelet 

transform provides:  

 Multiresolution, which is the ability to visualize the 

transform with varying resolution from coarse to 

fine. 

 Localization, which is the ability of the basis 

elements to be localized in both the spatial and 

frequency domains. 

 Critical sampling, which is the ability for the basis 

elements to have little redundancy. 

However, it is not capable of providing: 

 Directionality, which is having basis elements 

defined in a variety of directions. 

 Anisotropy, which is having basis elements defined 

in various aspect ratios and shapes [32]. 

There are many directional extensions of the 2-D 

wavelet transform that could be potentially examined that also 

possess directionality and anisotropy. The contourlet 

transform is a discrete extension of the curvelet transform that 

aims to capture curves instead of points, and provides for 

directionality and anisotropy. Figure 1 shows the general 

concept of capturing curves [33]. 

 

 

 
 

Figure 1: Conceptual visualization of curvelets/contourlets. 

 

Contourlets are implemented by using a filter bank that 

decouples the multiscale and the directional decompositions. 

In Figure 2, Do and Vetterli shows a conceptual filter bank 

setup that shows this decoupling. We can see that a multiscale 

decomposition is done by a Laplacian pyramid, then a 

directional decomposition is done using a directional filter 

bank. This transform is suitable for applications involving 

edge detection with a high curve content [34]. 

 

 

Figure 2: Filter bank for contourlet transform. 
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Using Contourlets for Edge Detection 

Our approach involves taking the contourlet 

transform of test grayscale images. The code for the 

Contourlet transform is available through the author’s website. 

[35] The code for the contourlet transform is flexible enough 

to also do the regular 2-D separable wavelet transform. The 

edge detection algorithm is as follows:   

1. Take the contourlet transform of the image. 

2. Choose a scale factor to use, and truncate all other 

coefficients. 

3. Invert the transform. 

4. Threshold using the mean of the pixel values of the image. 

In addition, there is built in code in MATLAB’s Image 

Processing Toolbox for doing edge detection using the Prewitt 

gradient operator, the Sobol gradient operator, and Canny’s 

method. These are also run on the test grayscale image for 

comparison purposes. A MATLAB script is used to automate 

this process. 

3. PROPOSED METHOD 

In this paper, the main objective is to deblur the image by 

using Contourlet transform in order to achieve high PSNR 

values. Photo deblurring has been a major research topic in 

now-a-days. So far, proposed  methods have focused on 

removing the blur due to camera shake and object motion. In 

order, to deblur images, we want to recover an original image 

from distortion. First want to model the degradation and after 

that applying inverse process in order to recover the original 

image. Figure 3 and 4 presents the diagram that shows the 

sequence we used in the proposed Blur invariant analysis in 

color images. In order to compute Contourlet transform of 

blur image we use the Contourlet transform toolbox provided 

in [35]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
       Figure 3 Block Diagram of Blur System 

 

 

 

 

 

 

 

 

 

 

 

               Figure 4 Block Diagram of Deblur Image 

 
In our method, at first color image are converted 

into blocks and after that extract the edges of the original 

image in the frequency domain by using Contourlet transform. 

We use two types of filters namely disk and motion filter 

which produces optical blur and motion Blur. Finally, want to 

deblurring an image using wiener filter in Blind 

Deconvolution technique. Moreover the prefect reconstruction 

of the Contourlet property gives a fast algorithm to solve the 

images along edges. It is also provided that frequency domain 

blur invariants are a special version of the proposed 

invariants. 

 

 

Input    Image 

 

Apply Contourlet 

transform 

 

Disc and 

Motion Filters 
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transform 

 

 

Blurred Image 
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Contourlet 

transform 
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4. SIMULATION RESULTS 

In this section, the performance of the proposed technique is 

evaluated on three different problems. The first experiment is 

designed to study how different types of blur affect the 

proposed invariants; three benchmark images are artificially 

degraded, and the changing of the value of the proposed blur 

invariants with different wavelet functions at different 

branches is studied. By branch, we mean all the possible 

combinations of wavelet and scaling filters at a certain level.  

In the second experiment, a database of different objects is 

degraded with different blurs and noises in order to evaluate 

the performance of the invariants in a recognition task. In this 

experiment, the spatial-domain invariants are also employed 

for the sake of comparison. In the third experiment, real-world 

degraded images are acquired, and the invariants are used for 

registration. The SDBIs are used here as well for a 

comparison. These have been implemented using MATLAB 

R2009a. Peak Signal to Noise Ratio (PSNR) is used to 

evaluate quality of Motion blur and Disk blur images along 

their length and radius. The performance in terms of capacity 

and PSNR (in dB) is demonstrated for the method in the 

following subsections. 

PSNR is defined as  

  

PSNR =        
    

   
                            (3)  

   

Where, MSE=Mean Square Error value. It is given by 

 

        
 

   
               

  
   

 
         (4)    

 

Where, 

           M×N=Size of the  Blur Image, 

             ,     = pixel values of the original image and Blur 

image respectively. 

The calculated PSNR usually adopts a dB value for quality 

judgement, the larger PSNR is, the higher the image quality 

(which means there is a little difference between the original 

image and Blur image). On the contrary smaller dB value 

means there is a more distortion. PSNR values falling below 

30dB indicate fairly a low quality. However, high quality 

strives for 40dB or more. 

                                                              Table 1 Similarity Blur for Lena Image 

Dimensions Similarity of Disc Blur ( at 

radius) 

Similarity of Motion Blur (at 

length) 

2 5.369 2.356 

4 9.632 4.783 

6 12.90 6.982 

8 15.74 8.814 

10 18.24 10.42 

 

The above table 1 shows the Similarity blur values obtained from Lena images. It is used to estimate PSNR values. 

Similarity blurs is estimated at different radii (2,4,6,8,10) in disk filter  and at different length (2,4,6,8,10) in motion filter. 

Table 2 PSNR values for Blur in Lena Image 

 

 

 

 

 

 

 

Dimensions PSNR values of Disc Blur       

( at radius) 

PSNR values of Motion Blur 

(at length) 

2 53.65 66.43 

4 45.67 55.49 

6 40.92 49.98 

8 38.25 46.75 

10 36.35 44.30 
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The above table 2 shows the PSNR values obtained 

from Lena images during blur. PSNR ratio is used to evaluate 

the quality of the image during Disc and Motion blur. 

Compared to Disc Blur image where the motion blur image 

having high PSNR value. So the quality of motion blur is 

good during quality judgement and PSNR usually adopts a dB 

value. The larger the PSNR is, the higher the image quality. 

On the contrary, smaller dB value means there is more 

distortion. PSNR values falling below 30 dB indicates fairly 

low quality and above indicates high quality. 

.Table 3 PSNR values for deblur in Lena Image 

Dimensions PSNR values of Disc Blur  ( at 

radius) 

PSNR values of Motion Blur (at 

length) 

2 69.26 78.95 

4 61.64 70.86 

6 58.48 65.68 

8 56.06 62.49 

10 54.27 60.63 

 

The above table 3 shows the PSNR values obtained 

from Lena images during deplore. PSNR ratio is used to 

evaluate the quality of the image during Disc and Motion blur. 

Compared to Disc Blur image where the motion blur image 

having high PSNR value. So the quality of motion blur is 

good during or quality judgement and PSNR usually adopts a 

dB value. The larger the PSNR is, the higher the image 

quality. On the contrary, smaller dB value means there is more 

distortion. PSNR values falling below 30 dB indicates fairly 

low quality and above indicates high quality. The below figure 

shows simulation results for blur invariants using Contourlet 

transform. 

 

 

Figure 5 Images of Lena in their original shape 

 

         

Figure 6 Blurred image of Lena with disk filters of different radii 

r=8 r=10 r=6 r=4 r=2 
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Figure 7 Blurred image of Lena with motion filters of different directions 

 

 

                                Figure 8 Comparison of Similarity Blur in Disk and Motion 

 

Figure 9 Comparison of PSNR in Disk and Motion 

l=6 l=2 l=4 l=8 l=10 
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Figure 10 Deblurred images of Lena with disk filters of different radii 

 

 

 

         

Figure 11  Blurred image of Lena with motion filters of different directions 

 

 

 
 

  Figure 12 PSNR for Deblurred image 

r=2 r=8 r=6 r=4 

l=2 l=4 l=6 l=8 l=10 
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5. CONCLUSION AND FUTURE WORK 

In this paper, a new set of blur invariant descriptors has been 

proposed. These descriptors have been developed in the 

Contourlet domain for discrete 2-D and 3-D images to be 

invariant to centrally symmetric blur. Defining them in the 

Contourlet Transform grants them the advantages that this 

domain has, i.e., different alternatives of bases, and analysis at 

different scales. The frequency domain blurs invariants are 

also proved to be a special case of these invariants. In a 

discussion of the proposed blur invariants, the Contourlet 

Transform was proposed to address the lack of geometrical 

structure in the separable 2D Wavelet Transform. Because of 

its filter bank structure, the Contourlet Transform is not Shift 

invariant. Contourlet not only possess the features of wavelet 

(namely multiscale and time frequency localization), but also 

offer a high degree of directionality and anisotropy. In order to 

evaluate the performance of these invariants, three different 

experiments have been carried out. In the first experiment, 

Lena images have been employed and artificially degraded 

with different blurring filters. The invariants successfully  put 

a discrepancy between different subjects while showing the 

very negligible difference due to the degradations introduced 

by blurring namely Optical and Motion. The Contourlet-based 

blur invariants of different branches have been used separately 

to study the effect of this term as well. The results have shown 

that the robustness of the Contourlet domain blur invariants 

considerably changes with respect to the choice of branches in 

their decomposition.  In the experiment, there were photos 

taken such that the scenes have been deteriorated by defocus 

blur. Then, a part of the scene, which has been selected from a 

sharp photo, has been used as templates for image registration. 

Despite the presence of severe blurs, registration has been 

perfectly performed. There are numerous papers on Contourlet 

bases, each of which yields its specific advantages. In future, 

finding out what type of Contourlet functions is the most 

beneficial in blur-invariant extraction in the frequency domain 

is a major direction for further research on the proposed 

invariants. 
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