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ABSTRACT 

Protecting enterprises from hackers, viruses and other security 

vulnerabilities is a primary concern for all IT System. Since 

IT systems become more and more interconnected, they also 

become exposed to an increasing number of attacks.  In order 

to develop high security systems, many have relied on 

intrusion detection and prevention systems (IDPSs) as a 

solution. In this paper, Host Based Distributed IDS with Multi 

Agent System (MAS) is proposed, where each node on the 

network will have an IDS agent runs independently and 

monitors network traffic, local activities, including user and 

systems activities, and communication activities. The IDS 

agents on each node in the network work together via a 

cooperative intrusion detection algorithm to decide when and 

how the network is being attacked. 
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1. INTRODUCTION 
An intrusion detection system (IDS) is a security 

management system for computers and networks. An IDS 

gathers and analyzes information from various areas within a 

computer or a network to identify possible security breaches, 

which include both intrusions from outside the organization 

and misuse attacks from within the organization [1]. IDS 

uses vulnerability assessment, which is a technology 

developed to assess the security of a computer system or 

network.  

 

Existing IDS no longer be sufficient and efficient.  Therefore 

we need to develop a new architecture and a technique to 

protect the network from the outside or inside intruders.  The 

proposed Host Based Distributed IDSs with MAS can be used 

in conjunction with firewalls, which aim to regulate and 

control the flow of information into and out of a network[7].  

IDPSs have become a necessary addition to the security 

infrastructure of nearly every organization [2], [14]. 

In this paper, a new Host Based Distributed IDS with Multi 

Agent System (MAS) approach is described, which provides 

security to resource management in the system [5],[16]. 

2. Host-based -Distributed IDS with MAS 

A multi-agent system (MAS) is a system composed of 

multiple interacting intelligent agents, each of which is an 

independent problem solving agent, come together to form 

some coherent whole on a host that identifies intrusions by 

analyzing network Traffics. Intelligent agents sense the 

dynamic network and acts on it, on behalf of its user, in order 

to meet its design objectives. The advantages of using 

intelligent agent systems are Distribution, Intelligence and 

Scalability. Intelligent agents are capable of interacting with 

other agents in order to satisfy their design objectives[11].  

 

Interaction among agents in MAS is mainly realized by means 

of communication. A more elaborate form of communication 

is by means of a blackboard structure. A blackboard is a 

shared resource, usually divided into several areas, according 

to different levels of abstraction in problem solving, in which 

agents may read or write the corresponding relevant 

information for their actions. Another form of communication 

is by message passing between agents, each agent must be 

able to deduce the intention of the sender regarding the sent 

message. 

3. System Structure and Functionality 
The proposed Host based IDS with MAS detect anomaly 

activities and it consists of various interactive intelligent 

agent[3],[4]. such as Local Database, Detection Engine, Data 

Collector and Secure Communication Module.   

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure:1 Proposed Architecture for Distributed IDS with 

MAS 

3.1.1 Local Database 
The local database is the warehouses for the all information 

necessary for the IDS agent. The Local Database and Local 

Data collector Modules communicate directly with the 

Detection Engine to determine if any intruder is take place. 

3.1.2 Local Data Collector 
The Local Database module is responsible for gathering 

routing information by applying the optimization algorithm 

between the nodes. The cost of a link is configured by the 

network administrator. Cost factors may be the distance of a 

node. From current node a next hop router is derived for each 

destination. This forms the router's routing table.  The route 
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table is governed by link cost factors associated with each 

routing interface.  

 

Let us consider the node be N =   n1; n2, ….nn   and the 

targets T =   t1, t2,…..tn  . The cost of moving between 

locations i and j is c(i; j) (i; j ε N U T).  In our model c(i; j) is 

not pre-computed. The path cost of a given node, ni, is the 

sum of costs from ni's initial location to all sequential targets 

allocated to ni. For each node in network, we can run 

optimization algorithm from that node to destination to find 

the cost to all unallocated targets.  

 

 

 

 

 

 

 

 

 

 

 
Figure 2 Weighted Networks 

 

3.1.2.1 Optimization Algorithm for Detection of 

Node Links based on Length 

Let the Starting Source node S called as an initial node and 

the destination node D be the distance from the initial node. 

The Algorithm will assign some initial distance values and 

will try to improve them step by step. 

1. Assign to every node a tentative distance value: set it to 

zero for the initial node and to infinity for all other 

nodes. 

2. Mark all nodes unvisited. Set the initial node as current. 

Create a set of the unvisited nodes called the unvisited 

set consisting of all the nodes except the initial node. 

3. For the current node, consider all of its unvisited 

neighbors and calculate their tentative distances. If this 

distance is less than the previously recorded tentative 

distance, then overwrite that distance. Even though a 

neighbor has been examined, it is not marked 

as visited at this time, and it remains in the unvisited set. 

4. Then, consider all of the neighbors of the current node, 

mark the current node as visited and remove it from 

the unvisited set. A visited node will never be checked 

again; its distance recorded now is final and minimal. 

5. If the destination node has been marked visited or if the 

smallest tentative distance among the nodes in 

the unvisited set is infinity, then stop. The algorithm has 

finished. 

6. Set the unvisited node marked with the smallest tentative 

distance as the next "current node" and  

7. go back to step 3. 

3.1.2.2 Distance Matrix 
Figure 2: Shows the Weighted network (N, c),  with ‘c’  cost 

or lengths assigned to each edge and N is a set of elements 

called nodes. The nodes of the graph are shown as points; 

edges are shown as lines connecting pairs of points.  The 

length of a path in a weighted graph is the sum of the lengths 

of the edges on the path i.e. ∑ ci to j. An optimal path (or 

shortest path) between a pair of ‘S’ (Source) and ‘D’ 

(Destination) in a weighted Network is a path from S to D 

with the least length.  The least length between ‘S’ to ‘D’ is 

calculated by running optimization algorithm. 

Table:1 Distance Matrix between the nodes 

3.1.2.3 Routing Table 
A routing table contains minimum the number of hops to each 

destination node. The hop count refers to the intermediate 

nodes through which the information flows between source 

and destination. In this work the Hop count is used to find out 

an intrusion in the network. 

Table:2 Hop Count from S to D 

 

 

                             

        D 

 S N1 N2 N3 N4 N5 N6 

N1 0 7 9 20 23 11 

N2 1 0 10 15 21 12 

N3 9 10 0 11 11 2 

N4 20 15 11 0 6 13 

N5 23 21 11 6 0 9 

N6 11 12 2 13 9 0 

    D 

 S N1 N2 N3 N4 N5 N6 

N1 0 1 1 2 2 2 

N2 1 0 1 1 3 2 

N3 1 1 0 1 2 1 

N4 2 1 1 0 1 2 

N5 3 3/2 2 1 0 1 

N6 2 2 1 2 1 0 
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3.1.2.4     Dynamic Path Transition 
Every node constructs a map of the connectivity to the 

network, in the form of a graph, showing which nodes are 

connected to which other nodes. Each node then 

independently calculates the next best logical path from it to 

every possible destination in the network. The collection of 

best paths will form the Dynamic Path Transition. 

Table:3 Dynamic Path Transition from S to D 

 

For example: consider the source ‘node 3’ and destination 

‘node 5’ from tabulation 1,2,&3.   The node 3 connected to 

node 5 by taking the least path.  There is a two possible path 

from node 3 to node 5. They are 3 -> 6 -> 5 and other one is 3 

-> 4 -> 5.  The link cost is calculated by running optimization 

algorithm, for the first path the link cost is 11 and second path 

the link cost is 17. Therefore the network will take shortest 

path to reach destination node. Hence the network will select 

the first path i.e.,3->6-> 5 and number of hop count for this 

path is 2 (ref table:2). 

A legitimate change in the routing table can be 

caused by the physical movements of nodes or network 

membership changes[12]. For a node, its own movement and 

the change in its own routing table are the only reliable 

information that it can trust. Hence, by using this data to 

detect the intrusion on the node(s) physical movements and 

the corresponding change in its routing table.  The physical 

movement is measured mainly by distance.   The routing table 

change is measured mainly by the positive or negative 

changed route i.e., changes in the sum of hops of all the 

routes, and the percentage of newly added routes[15]. 

 

3.1.3 Local Detection Engine 
The local detection engine will use these data to detect local 

anomaly. The local anomaly is detected by low positive and 

high positive rate.  The low positive rate calculates the 

percentage of normality variations detected as anomalies and 

High positive rate calculates as the percentage of anomalies 

detected.  

Detection methods need broader data set collected 

from neighboring agents.  This module check the local 

anomaly by verifying the routing information received from 

the local database and local database collector.  If there is any 

mismatch in the routing table, then this module will alert to 

secure communication saying that there is an intrusion in the 

network otherwise it will allow to access system resources. 

3.1.4 Secure Communication 
The Secure Communication Module is necessary to enable 

IDS to communicate with other IDS on other nodes. It uses 

cooperative detective algorithms to detect intrusions in the 

network [9], [13]. 

 

4. Intrusion Detection with help of Node 

Search 
During first node search of the network, the individual node 

with their connectivity and their associated network traffic are 

recorded as historical routing information in the database of 

the Agent 1(Local Database) by executing optimization 

algorithm. Then, every subsequent node search the Agent 3 

(Local Data Collector) captures the current network traffic 

and immediately sent this information to the Agent 2 (Local 

Detection Engine) to verify whether the current network 

traffic matches with the Historical routing information. If 

there is any mismatch in the node traffic then it will be 

considered as an intruder in the network and alerted to the 

system or other IDS nodes through the Agent 4 (Secure 

Communication).  

4.1.1 Evaluation of Agent3  
During scanning of live hardware node by Agent 3, 

information can travel through any one of multiple hosts can 

have varying probability of transmission error. Also, varied 

proportion of messages can travel in each route. Figure 3 and 

Figure 4 shows the information flow in four independent 

servers in two routes[8],[10]. In Figure 3 the percentage of 

messages flowing in the two routes is indicated. Similarly, 

Figure 4 shows the servers that are selected corresponding to 

the two routes. 

 
 

Figure:3  Probability of Error vs Route Flow 
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Figure:4 Server Vs % Message Flow 

 

In Figure 5 a sample study of the %nodes revealing the 

partitioned node address as the number of secured resources is 

accessed is shown. 

 
Figure:5 Secured resources Vs the % nodes revealing their 

Partition Node address during use 

4.1.2 Parameter of Live Hardware Node 

Scanning 
 

The different parameters of Live Hardware node(s) scanning 

are listed in Table 4.  The parameters are used in the 

following manner:  

Hardware node address: Host detection ‘D’. 

Quality: To check the life time of a node i.e. energy aware 

routing applications 

Range start to Range end: To form group communication 

and perform data broadcast activity. 

 

 

Type Range/Subnet 

Start Range Start Range End 

Continuous Scan If enable continuously scan. 

Quality Value that represents quality of 

connection to the host in range. 

 

 

 

 

 

Table: 4  Parameters of Live Hardware Node Scanning 

Systematic 

 

The Input and Output Parameters of Live Hardware Node 

Scanning: 

The inputs are, (i) Type, (ii) Range Start, (iii) Timeout,        

(iv) Concurrent Pings, (v) TTL, (vi) Pings per Scan Pass,    

(vii) Buffer Size, (viii) Continuous Scan, (ix) Nil Fragment 

 

The outputs are, (i) Signal Quality, (ii) HOST Address,      

(iii) Average Response time, (iv) Hostname 

 

5. Interaction between the Agents  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure:6 Interaction Diagram between the agents. 

 

Figure 6 shows the Interaction of various agents involved in 

proposed model[6].  Each agent performs various tasks 
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locally, and cooperates with each other to achieve a goal. The 

following sequences of operation are carried out: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure:7  Process Flow among agents. 

 

6. CONCLUSION 
In this paper Host based – Distributed IDS with MAS is 

proposed. Agent 3 is tested with two routes and control over 

process of scanning is done through start, stop and wait 

method blocks thread. Also the class has events that notify 

user when state of scanning process is changed On Start Scan, 

On Stop Scan and On Restart Scan. Start method accepts 

hardware node address and calculating distance between the 

addresses. On Scan Progress Update event is raised each time 

after the scanner finishes with and Hardware node Address 

which provides method of tracking progress to user. List of 

hardware node are available through Alive Hardware node 

property and when alive hardware node is discovered scanner 

raises On Alive Hardware node Found event to notify user. 

Each hardware node is represented by Hardware can hardware 

node State class. 
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