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ABSTRACT  

Data mining is flourishing during recent years and it is 

establishing itself as a major discipline in Computer Science 

and Statistics with industrial relevance. Data mining is 

finding interesting structure in databases [2]. DNA is an 

extraordinary chip data with thousands of attributes which 

represents the gene expression values [4]. The DNA data set 

are stored in huge biological databases for several purposes 

[1].Cancer occurs when lumps of cells usually group 

together to form tumors. A growing tumor becomes a lump 

of cancer cells that can destroy the normal cells around the 

tumor and damage the body’s health tissues. In the last two 

decades the researchers have drawn much attention about 

liver cancer. Liver cancer is a disease in which malignant 

cells form in the tissues of the liver. It is relatively rare form 

of cancer but has a high mortality rate. The aim of this paper 

is to analyze the liver cancer DNA sequence data using the 

generalization of Kimura Models and Markov Chain. The 

reasonable results verify the validity of our method. 
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1. INTRODUCTION 

Data mining is the latest field which Interfaces computer 

Science and Statistics using advantages in both the fields, 

like extracting information from large databases.   Now data 

mining serves as a subset of Statistics. It can assist clinical 

diagnosis to make informed decision and improve health 

service.  Data mining makes use of ideas, tools, and methods 

from other areas such as database technology.  

Cancer is actually a group of many related diseases that all 

have to do with cells. Cells are the very small units that 

make up all living things, including the human body. Cancer 

cells that are not normal grow and spread very fast. Cancer 

cells usually group or clump together to form tumors. A 

growing tumor becomes a lump of cancer cells that can 

destroy the normal cells around the tumor and damage the 

body’s health tissues. The study tries to extract meaningful 

information large experimental data sets Present evidence, 

based on systematic studies of data from Gen Bank 

database. 

 The largest and perhaps the most resilient of all the organs 

in the body, the liver is also one of the most mysterious. It is 

in fact responsible for over 500 functions including 

regulating sex hormones, controlling cholesterol levels and 

vitamin and mineral supplies, warding off viruses and 

disposing of toxic material from the blood. It is also the only 

organ that has the ability to regenerate. Liver cancer is the 

third most deadly cancer worldwide. Liver cancer is a 

disease in which malignant cells form in the tissues of the 

liver. It is relatively rare form of cancer but has a high 

mortality rate. 

Deoxyribonucleic acid (DNA) micro-arrays present a 

powerful means of observing thousands of gene terms levels 

at the same time. DNA is a one-dimensional fragment, made 

of two paired strands, coiled around each other as a double 

helix and held together by hydrogen bonds that connect a 

linear sequence of complementary pairs of bases. There are 

four types of bases, referred as    C, G, A, T; the bond pairs 

are G-C and A-T. DNA inhabits in the nucleus of cells. A 

gene is a part of DNA, which include the formula for the 

chemical composition of one extracting protein. The 

genome holds the collection of all the genes that code for the 

entire proteins that an organism wants and produces.  

2. DESCRIPTION OF MODEL 
 

As Described by Kimura (1980) [3] in molecular evolution, 

the nucleotide substitutions in Eukaryotes were best 

described by Markov chains with continuous time. In these 

cases, the four DNA bases      {A, T, G, C} are generated by 

a Markov chain with continuous time with transition rates 

},,,,,,,{   as described below: 
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The matrix P(t) of transition probabilities from states at time 

0 to states at time t. We will show the matrix P(t) has four 

distinct real eigen values {vi, i=1, 2, 3, 4}, so that B is 

diagonable. Let M1 be a 4×4 matrix defined by: 
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Since the characteristic function of P(t) is 
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A special king of Markov Process is a Markov Chain where 

the system can occupy a finite or countable infinite number 

of states e1, e2, …..ej, ……such that the future evolution of 

the process, once it is in a given state, depends only on the 

present state and not on how it arrived at that state. The 

transition probability matrix together with the initial 

probability distribution completely specifies a Markov 

Chain.  Consider a stochastic process associated with a 

parameter t. suppose t takes values   1, 2, 3, .and let X1, 

X2… be the corresponding random variables. Suppose 

further that each of X1, X2… is discrete random variable, 

with X11, X12,…. as the values of X11, X21, X22,…. as the 

values of X2 so on. Thus, the set 

 ,....3,2,1,.......3,2,1,  x  is the state space of the 

stochastic process being considered. Suppose this set is a 

finite set, say A = {a1, a2, …..am}, so that each is equal to 

some x , is equal to some ai, in the set A. thus here    {1, 

2, 3, ….} is the index set {a1, a2, …..am} are the states and A 

is the state space for the process being considered. The 

process is evidently a discrete-state-discrete-parameter 

process. Now, suppose X1, X2, … are such that the 

conditions as 

(i) The values taken by X2 depend upon the values taken 

by X1. 

(ii) The values taken by X3 depend upon the values taken 

X2 but not upon the values taken by X1 and so on. 

Suppose that a Markov chain has transition matrix 

P and that at time t the probability that the process is in state 

Ej is j , j = 1, 2, 3, 4, ……s. This implies that the 

probability at time t+1 the process is in state j is 





s

k
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1

 , j = 1, 2, 3, 4, ……s.---------------(3).        In 

this case we say that the probability distribution 

(
s ,.......,, 321
) is stationary; i.e. it has not changed 

between times t and t+1, and therefore will never change.  

 

3. ANALYSIS 
The matrix P(t) of transition probabilities from states at time 

0 to states at time t. Thus the Transition probability matrix 

P(t) is given by  
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The eigen values of the transition matrix P is given in (2) are  
}4031.0,402.0;1583.0,312.0{ 4321  vvvv  

  Let },,,{ 4321   be a steady state distribution of 

the Markov Chain. Then  P  
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Solve the above equations  (4) to (7), we get 
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Substituting these values in (5), we get 

1079.0,3469.0

,2856.0,2596.0
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Thus in the long run, the variable should spent about 

25.96% of the time in state A, about 28.56% of the time in 

state G, about 34.69% of the time in state C and 10.79% of 

the time in state T. 

 

4. CONCLUSION 
The given study focuses at the level of biological modules, 

rather than individual genes, an approach that produces 

results that are biologically interpretable and statistically 

robust. The study thus tries to use biological knowledge in 

developing analytic techniques. From the point of view of  

long-term averages, over a long time period the random 

variable should spent about 25.96% of the time in state A, 

about 28.56% of the time in state G, about 34.69% of the 

time in state C and 10.79% of the time in state T. It reveals 
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that the percentage is approximately same for all the states. 

Hence In future, the following symptoms are observed it 

may lead to liver cancer. 
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