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ABSTRACT 

Intrusion detection plays vital role in computer network 

security since long. Experience has shown that most IDS 

struggle for curbing false positive rate. As part of our 

proposed model with the objective of reducing false positive 

rate here we have focused on preprocessing functionality. The 

main objective of our preprocessing module is to reduce 

ambiguity and provide accurate information to detection 

engine. So here we have presented preprocessing module 

which cleans network data and handles missing or incomplete 

data. Preprocessing module is highly configurable. Based on 

the result of vulnerability assessment and network topology, 

hosts exists, services running, intrusion detection analyst need 

to configure preprocessing module. Effectiveness of 

preprocessing module depends on such configuration 

parameters and in turn knowledge of intrusion detection 

analyst. Preliminary analysis of our approach has shown 

reduction in false positive rate.   
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1. INTRODUCTION 
Day by day Internet and web applications penetrate through 

business and our lives. In today’s highly competitive market 

everyone wants to use Internet for their benefits. Corporate 

uses Internet for increasing the business by collaboration and 

communication. A person uses Internet for social and personal 

objectives. Along with great benefits Internet brings critical 

security issues to our doorstep.  Internet becomes part of our 

business network in today’s communication era. Most modern 

businesses cannot survive or at least cannot progress 

effectively without Internet. On the other side attacks from 

Internet on business network can nullify the great benefits of 

Internet. If your web application is compromised, database is 

stolen, or server/network connectivity is subverted, the 

underlying business suffers critically. Intrusion detection is 

one of the most wanted things to run your business smoothly 

unless Internet is not part of your business. In collaboration 

with other security measures intrusion detection will provide 

highly needed safeguard for the business. Host based and 

Network Intrusion Detection Systems exists since long. Host 

based Intrusion Detection System (HIDS) monitors operating 

system level details and identifies attack on the particular host 

while Network Intrusion Detection System (NIDS) analyze 

network traffic and detect intrusion. For detecting intrusion 

two major approaches are in practice: signature based and 

behavior based. Researchers like Deris [12][25][23] have 

discussed hybrid Intrusion Detection Systems also. Signature 

based Intrusion Detection System can detect attacks with high 

accuracy for known attack signatures only. If new attacks are 

constructed from existing one, having different signature, 

Intrusion Detection System cannot detect that. Signature 

based Intrusion Detection Systems cannot detect new attacks 

till signature is generated and propagated to all related 

Intrusion Detection System implementations. Behavior based 

Intrusion Detection Systems are capable of identifying new 

attacks and many such systems are developed [4][5][25]. 

These Intrusion Detection Systems are trained and can 

identify normal behavior. If current behavior is significantly 

deviated from training behavior it generates an alert. It is also 

called anomaly based Intrusion Detection System. Anomaly 

based Intrusion Detection Systems are less accurate compare 

to signature based approach because of the overlapping 

normal and attack behavior. Many researchers have developed 

data mining based Intrusion Detection Systems 

[8][13][22][29][26][34][36] while others [7][17][18][33] 

[35][38] have used soft computing to detect intrusion. 

Anomaly based Intrusion Detection Systems suffer from 

problem of undetected intrusion and detecting normal 

behavior as intrusion. If one tries to increase the detection 

rate, it increases false positive rate respectively.  

False positive alert is indentifying normal traffic as intrusion 

and generating alert by Intrusion Detection System. Security 

person overwhelmed with large number of false positives can 

create major problems and subsequently Intrusion Detection 

System will lose its credibility. Most organizations have 

limited human resources for network security. If such limited 

resources get large number of false positives, sooner or later 

security person will be unable to process alerts and start 

ignoring it. Researchers have observed that significant false 

positive rate not only wastes valuable resources but makes 

Intrusion Detection System unusable. Researchers have tried 

to increase the detection rate while maintaining false positive 

rate [1][3][36]. Just achieving high detection rate with curbed 

false positive rate is not sufficient. Another major challenge in 

intrusion detection is detect the attack online. Researchers 

have also worked upon how we can improve performance of 

Intrusion Detection System [21][31]. The root cause of 

problems like false negative, false positive, slow performance 

is raw data inputted to Intrusion Detection System. Noise, 

missing and incomplete data inputted to Intrusion Detection 

System results in false negative and false positive [1][3][36]. 

Duplicate and irrelevant input data increase Intrusion 

Detection System load and makes online detection difficult. 

Such problems can be restricted to a limit if not removed, by 

preprocessing input data [17][15][19][28][30][32][38].  

2. RELATED WORK 
Intrusion Detection Systems take raw network data or audit 

records as input, process it and identify it as normal or attack. 

Researchers have identified that preprocessing is needed for 

better results and used various approaches. 



International Journal of Computer Applications (0975 – 8887)  

Volume 57– No.5, November 2012 

16 

Current Intrusion Detection Systems can overwhelm with 

amount of information they ought to analyze. This problem is 

considered by Fernando [16]. They have discussed that we 

need to eliminate spurious and redundant information from 

raw data before using it for intrusion detection. They have 

user Rough Set for key attribute identification. Using n-gram 

theory they have identified redundant subsequences. They 

have also proposed Hidden Markov Model for service 

selection. Using experimental results they show how their 

approach reduces audit rate significantly. 

A new collaborating filtering technique for preprocessing the 

probe type of attacks is proposed by G. Sunil Kumar [17]. 

They implemented a hybrid classifiers based on binary 

particle swarm optimization and random forests algorithm for 

the classification of probe attacks in a network. They used 

global search capability of particle swarm optimization while 

random forests as a classifier. Their experimental result 

demonstrated that as number of trees used in forest increases, 

the false positive rate decreases. 

Frahan et al [15] has argued that all network activity is not 

relevant to intrusion detection. If irrelevant data is directly 

provided to Intrusion Detection System, it will make the 

detection difficult. They have discussed that selected number 

of features represent ad hoc network activity in better way. 

They have proposed feature selection algorithm in 

preprocessing module and claimed higher performance if 

irrelevant features are removed. To deal with dynamic 

environment of MANET they have proposed distributed and 

cooperative model. Through experimental results they have 

demonstrated effective anomaly detection with low false 

positive rate in ad hoc environment. 

Gopi et al [19] has experimented with dimension reduction 

using feature extraction in misuse detection. They have used 

Gain in Information measure for quantitative evaluation of 

gain or loss in information. Two neural network methods used 

for feature extraction: NNPCA and NLCA. Finally they 

demonstrated significant test data reduction using their 

approach. 

Preprocessing of web server log file is proposed by Shaimaa 

[32]. They have proposed log file preprocessing for better 

quality of data and consequently better mining result. They 

have combined different web log files with different formats 

in one unified format using XML. It will help in tracking 

extracting more attacks. Shaimaa has discussed about noisy 

and ambitious data of web log file and suggested 

preprocessing to remove such impurities. Priyanka et al [28] 

has also considered almost similar approach and proposed 

web log preprocessing for quality results. 

Salem et al [30] suggested preprocessing rough network 

traffic in to connection records. Their tool can provide 

summarized and relevant information for intrusion detection. 

Zheng [38] has suggested Hierarchical Intrusion Detection. It 

uses statistical preprocessing and neural network 

classification. They have tested different types of neural 

network classifiers and also performed stress test. Sanjay [31] 

proposed Singular Value Decomposition as a preprocessing 

step to reduce the dimensionality of data. Such reduction will 

give importance to more prominent features in data. 

3. OUR APPROACH 
We have proposed a conceptual model for reducing false 

positive rate in intrusion detection in earlier paper [14]. Now, 

in this paper, we have focused on preprocessing module of 

our conceptual model. Objective of this preprocessing module 

is to reduce false positive rate.  

 

Figure 1: Data Preprocessing

We have addressed major causes of false positive as follows: 

 noise, incomplete data 

 spurious and duplicate data 

 missing network knowledge 

 multiple log formats 

In the proposed model we have used four major 

functionalities in preprocessing module. In the first round, 

input data cleaning by removing noise and incomplete data is 
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proposed. Unwanted parameters like noise and incomplete 

data makes the task of intrusion detection difficult. It 

increases overlapping behavior of normal and intrusion data. 

Most modern data mining [8][13][22][29][26][34][36] and 

soft computing [7][17][18][33][35][38] based Intrusion 

Detection Systems uses one or other form of data cleaning to 

provide quality data to detection engine and in turn results in 

improved detection rate. Often Intrusion Detection System 

plagued with huge amount of data to be processed. Processing 

this huge amount of data in real-time is another challenge 

faced by most Intrusion Detection Systems. Many researchers 

[21][31] have worked for increasing performance to give 

timely intrusion alerts. Reduction in input data rate will 

provide additional time to detection engine for thoroughly 

process data and give more detection accuracy with less false 

positive. Effective and more complex algorithms can be used 

for intrusion detection if sufficient time and resources 

available. To accomplish this, Intrusion Detection Systems 

use feature selection and extraction. Raw input data for 

intrusion detection consists of spurious and duplicate data. 

Not all the items available in raw input data are useful for 

intrusion detection. So we need to remove such spurious data 

which is not related to the purpose of intrusion detection. 

Another possible improvement used by modern Intrusion 

Detection Systems is removing duplicate content and 

generating summarized data which is directly useful for 

intrusion detection. Second functionality in our preprocessing 

module is feature selection and extraction. Removal of 

spurious and duplicate data will help in reducing false positive 

rate. 

Another possible reason for false positive is lack of 

knowledge about network topology, live hosts and services 

running. In proposed model third functionality is 

configuration based processing. Configuration data about 

existing network, hosts, and services are stored in a file.   

Vulnerability assessment tools can also provide significant 

information. Specifically masquerader type of intrusion 

begins with IP scanning. Here ICMP ECHO request, ARP and 

other packets are used for live host detection. After 

identifying live host, masquerader needs to identify services 

running. Finally attacker uses exploitation scripts to exploit 

vulnerability. Configuration parameters help in differentiating 

normal and intrusion data by providing additional 

information. All Intrusion Detection Systems can easily 

identify certain data as intrusion while some other as attack. 

Some portion of overlapping behavior is the challenge for 

Intrusion Detection Systems. The data for which Intrusion 

Detection System is not sure results in false detection, either 

false negative or false positive. Such ambiguity can be 

reduced by collecting information from various sources. But 

this raises another challenge of dealing with multiple data 

formats. So in our proposed preprocessing module fourth 

functionality is to generate unified format from different data 

formats generated by different data sources. Using this unified 

log detection engine increase trust and can identify normal 

traffic. It will reduce chances of detecting as attack even 

though behavior is deviated from normal one. This again 

helps in reducing false positive rate in Intrusion Detection 

System. 

4. RESULT 
In our experiment raw network data is collected in the form of 

tcpdump. Vulnerability assessment is carried out with help of 

Linux BackTrack 5. Generating configuration information for 

preprocessing module is again manual process. Experimental 

result is highly dependent on this configuration data. 

 

Figure 2: Preprocessed Vs Raw input data 

Experimental results have clearly shown that even without 

fine tuning we can get reduction is false positive rate with the 

help of proposed preprocessing module. Base on the 

implementation of the preprocessing module and the target 

network environment results are changing but false positive 

reduction is observed. 

5. CONCLUSION 
In this paper, we have discussed preprocessing module as part 

of our proposed model for reducing false positive rate in 

Intrusion Detection System. We have proposed four major 

functionalities as part of preprocessing module. Removal of 

noise and incomplete data, feature selection and extraction, 

configuration parameter based processing, and unified log 

suggested for reduction of false positive rate. Our 

experimental results have shown that such preprocessing 

efforts can help Intrusion Detection System in reducing false 

positives. Efficient but more complex algorithms can be used 

for preprocessing in future. It will further help in reducing 

false positive but by consuming more resources. 
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