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ABSTRACT 

In fuzzy clustering, the fuzzy c-means (FCM) clustering 

algorithm is the best known and used method. An interesting 

extension of FCM is the fuzzy ISODATA (FISODATA) 

algorithm; it updates cluster number during the algorithm. 

That’s why we can have more or less clusters than the 

initialization step. It’s the power of the fuzzy ISODATA 

algorithm comparing to FCM. The aim of this paper is to 

compare FCM and FISODATA results.   
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1. INTRODUCTION 
Clustering is a process for classifying objects or patterns in 

such a way that objects of the same group are more similar to 

one another than objects belonging to different groups.      In 

other words, it’s a process for clustering a dataset              X = 

{x1…xn} in a p dimensional space RP into 1<c<n subgroups of 

similar objects. This is done by assigning labels to the vectors 

in X, and hence, to the objects generating X.  

Many clustering methods have been used (see [1]), such as the 

hard clustering methods and the fuzzy clustering methods. 

The hard clustering methods restrict each object     of the data 

set to exactly one cluster. Since Zadeh proposed fuzzy sets 

that produced the idea of partial membership described by a 

membership function, fuzzy clustering has been studied and 

applied in many fields, for example: image segmentation (see 

[1], [2-5]), content based image retrieval system (see [6]), e-

mail filtering (see [7]),etc.    

In the literature on fuzzy clustering, there are various fuzzy 

clustering techniques proposed by researchers, like: the Fuzzy 

C-Means (FCM), the Possibilistic C-Means (PCM), and 

Fuzzy Possibilistic C-Means (FPCM). Although FCM is the 

most known and used method, it is not perfect because of its 

drawbacks: 1. The FCM algorithm assigns in some cases 

equal memberships to the same object xi , in other words xi is 

equidistant from two clusters. To overcome this problem 

Krishnapuram and Keller in [8] proposed a new clustering 

algorithm called Possibilistic C-Means (PCM), which helps to 

identify outliers (noise individuals). The PCM algorithm is 

very sensitive to initialization and sometimes generates 

coincident clusters. In order to enhance fuzzy clustering 

results, several researchers propose several algorithms. Yang 

et al. propose another PCM algorithm in [9].  Pal et al. 

propose a clustering algorithm that combines the 

characteristics of both fuzzy and possibilistic c-means 

(FPCM). A modified fuzzy possibilistic clustering algorithm 

is presented in [10]; it is developed to obtain better quality of 

clustering results. The objective function is based on adding 

new weight of data individuals in relation to every cluster and 

modifying the exponent of the distance between an object and 

a class. The MFPM algorithm increases the cluster 

compactness and the separation between clusters. For further 

improvement in clustering accuracy, Vanisri in [11] 

introduces a repulsion term in the objective function.    

2. The FCM algorithm is sensitive to initializations; 

clustering algorithms typically require the user to specify the 

number of cluster centers and their locations. The quality of 

the solution depends strongly on the choice of the initial 

values. Fuzzy ISODATA (FISODATA) which is an extension 

of FCM algorithm updates cluster number during the 

algorithm; it has a capability of self organizing by splitting 

and merging clusters. The purpose of this paper is to compare 

FCM and FISODATA results.  

This paper is organized as follows. Section2 presents the FCM 

algorithm. Section3 describes the fuzzy ISODATA clustering 

algorithm (FISODATA). Section4 briefly describes the IRIS 

dataset; it presents experimental results and discussions. 

Finally, section 5 concludes this paper. 

2. FUZZY C-MEANS (FCM) 

The fuzzy C-means (FCM) can be seen as the fuzzy version of 

the K-means algorithm. It’s a method of clustering which 

allows one object of the data set to belong to two or more 

clusters [10]. This method was proposed by Dunn [12] and it 

was modified by Bezdek. 

The algorithm is an iterative clustering method that produces 

an optimal c partition by minimizing the weighted within 

group sum of squared error JFCM (the objective function). 
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Where 1<m<∞ is the fuzzifier, X={x1, x2… x n} ϲ RP             

is the data set in the p dimensional vector space,                      

p is the number of data items, 2<=c<= n-1 is the number       

of clusters. V = {v1, v2… v c} is the c centers of the clusters;  
   is the p dimension center of the cluster i, and   (     )      

is a distance measure between object xj and cluster center  .  
Note that    (     )  ‖ 
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 is the most used.   {   } 

Represents   a fuzzy partition matrix with {   } is the degree 

of membership of     in the ith cluster.  

The fuzzy partition matrix satisfies: 
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The following can be derived by optimizing the objective 

function in (1) with respect to U and V. 



International Journal of Computer Applications (0975 – 8887) 

Volume 56– No.8, October 2012 

36 

                    
              

 

∑ (
 

  
  (     )

 )

 
( - )⁄

 
   

                              (5) 

                          

                       
∑ (   )

  
    

   

∑ (   )
  

   

                                  (6) 

2.1. FCM algorithm 
Step1: initialize: the number of clusters c, the threshold ԑ,    

the fuzzifier m, iteration counter I=0.                                   

The initialization of membership function and centers is done 

in two ways (see section 4).      

Step2:  Compute    
    using equation (5) 

Step3:  Compute    
    using equation (6) 

Increment I until ‖       ‖    

2.1.1. Cluster Validity 

Since most of the fuzzy clustering algorithms need        

to pre-assume clusters number, a validity criterion for finding 

an optimal c becomes the most studied topic in cluster 

validity. For a given cluster number range validity measure is 

evaluated for each given cluster number and then an optimal 

number is chosen for these validity measures.   The following 

four indexes are the most cited for fuzzy clustering [9]: 

 Partition coefficient PC(c):  it is defined by:   
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Where:       ( )   .  

In general, the optimal cluster number c is found by solving: 
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 PE index: it is defined by 
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Where      ( )          
In general, the optimal c is found by solving 

             ( ) 
 

 FS index: it is a validity function proposed by 

FUKUYAMA and SUGENO, it’s defined by: 
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Where  ̅  ∑      
   ,     (   ) is the FCM objective 

function which measures the separation.                                 

In general, an optimal c is found by solving 

             ( ) to produce a best clustering performance 

for the dataset X. 

 

 XB index: it is a validity function proposed by XIE and 

BENI with m=2, and then generalized by PAL and 

BEZDEK. It’s defined by:     
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    (   ): is a compactness measure and    ( ) is      

a separation measure.  

In general, an optimal c is found by solving 

             ( ) to produce a best performance for the 

dataset X. 

3. FUZZY ISODATA (FISODATA) 

Fuzzy ISODATA algorithm is based on the FCM 

algorithm; it employs processes of merging and splitting,    

it’s an extension of ISODATA [13]. Clusters are merged        

if either objects number in   a cluster is less than a certain 

threshold (avoiding too small clusters) or if the centers          

of two clusters are closer than a certain threshold (so closed 

clusters are merged). Clusters are split into two different 

clusters if the cluster standard of variation exceeds                  

a predefined threshold, so dissimilar clusters are split.   

3.1. FISODATA algorithm 

Step1: initialize the number of clusters c, the threshold ԑ,     

the fuzzifier m and iteration counter I=0. The initialization    

of membership function and centers is done in two ways    

(see below).      

Step2:  Compute    
    using equation (5) 

Step3:  Compute    
    using equation (6) 

Step4:  Merge similar clusters.  

Step5:  Split dissimilar clusters. 

Increment I until ‖       ‖    

 

                  

 

Fig 1: Merge and split. 

4. EXPERIMENTAL RESULTS AND 

DISCUSSIONS 

In this section, we perform some experiments         

to compare the performance of FCM and FISODATA 

algorithm with IRIS dataset. The experiments are performed 

using MATLAB. 

The Iris flower dataset (Fisher’s Iris data set)          

is a multivariate data set. The data set comprises 50 samples 

from each of the three species of Iris flowers:            

SETOSA, VIRGINICA and VERSICOLOR (see Figure.2). 

Four features were measured from every sample;               

they are the length and the width of sepal and petal,               

in centimeters; so each flower is represented by 4 dimensional 

vectors. Based on the combination of the four features,                 

Merge 

Split 
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Fisher has developed a linear discriminant model                   

to distinguish the species from each other. It is used               

as a typical test for many classification techniques [11].  

 

 

Fig 2:  Iris flowers. 

4.1. Parameter selection 

The weighting exponent m is called the fuzzifier [14];      

it has influence on the clustering performance of FCM       

(see Table1, Table2, Table3). When m=1, the FCM is reduced 

to the hard c-means, when m tends to infinity          for 

all i, j and the sample mean is a unique optimizer of    . 

 

Table1. Confusion matrix m=1.2 

 C1 C2 
C3 

C1 50 0 
0 

C2 0 49 
0 

C3 0 0 
51 

 

Table2. Confusion matrix m=1.4 

 C1 C2 
C3 

C1 50 0 
0 

C2 0 54 
0 

C3 0 0 
46 

 

Table3. Confusion matrix m=2 

 C1 C2 
C3 

C1 50 0 
0 

C2 0 54 
0 

C3 0 0 
46 

 

Another parameter which also has an influence on       
is the cluster number c; FCM assumes that cluster number     

is known a priori contrary to FISODATA which updates c 

during the algorithm, that‘s why FISODATA is more flexible 

than FCM.     

The initialization of the membership function                      

and the centers influence the results. There are                    

two ways to initialize them. The first one is called 

initialization by gravity centers. It is based on the search       

of the best centers than we compute membership function.     

The second one is called initialization by membership 

function. It is based on a random initialization                        

of the membership function, centers are then computed.      

The first method gives better results than the second one. 

Figure 3 shows that time execution of FCM                        

with the initialization by gravity center is less than FCM 

based on the initialization by membership function.        

Figure 4 shows the mean square error (MSE) of FCM          

based on the two initializations. MSE is defined by:  

                   MSE =√‖      ‖ 
                                      (13) 

Vc is the resulting center and Vt is the correct one. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Execution times of both initializations. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: MSE of both initializations 
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Clustering’s result using FISODATA with m=1.2   

is shown in Figure 5. Figure 6 shows a comparison       

between FCM’s result and FISODATA’s result; 

FISODATA’s results are better than FCM’s results.            

But the time execution of FCM’s algorithm is less              

than the time execution of FISODATA’s algorithm,     

because of the splits and merges steps of the FISODATA’s 

clustering (see Figure 7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: FISODATA’s clustering with m=1.2 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6:  Comparison of FCM’s and FISODATA’s 

clustering.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7: Comparison of FISODATA’s and FCM’s times 

execution. 

5.  CONCLUSION 
In this paper we presented a comparison between      

FCM clustering algorithm and FISODATA clustering 

algorithm. A comparison of the two algorithms shows        

that the advantages of FISODATA comparing to FCM 

algorithm are its self organizing capability, its flexibility       

in eliminating small clusters, its ability to split           

dissimilar clusters, and its ability to merge similar clusters.                  

But FISODATA is not perfect; it’s slower than FCM   

because of the splits and merges steps. 
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