Self-training using a k-Nearest Neighbor as a base classifier reinforced by Support Vector Machines
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ABSTRACT
In supervised learning, algorithms infer a general prediction model based on previously labeled data. However, in many real-world machine learning problems, the number of labeled data is small, while the unlabeled data are abundant. Obviously, the reliability of the learned model depends essentially on the size of the training set (labeled data). Indeed, if the amount of labeled data is not high enough, the generalization errors of learned model may be important. In such situation, semi supervised learning algorithm may improve the generalization performance of this model by integrating unlabeled data in the learning process. One of the most classical methods of the semi-supervised learning is the self-training. An advantage of this method is that several traditional supervised learning algorithms are used to build the model in the self-training process.

In this paper, the k-Nearest Neighbors (k-NN) classifier was chosen in making decision during the self-training process. We also propose to reinforce self-training strategy by using a Support vector machines (SVM) classifier that can help the k-NN to label the unlabeled data. Experimental results showed that Self-training based on k-NN and SVM can outperform the results with the Self-training based on k-NN classifier only.
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1. INTRODUCTION
In many real-world machine learning problems, the number of labeled data is small because the process of labeling data becomes very expensive or very difficult to achieve (e.g. labeling images or web pages), when the number of available data increase[7]. In such situation, we can label just a small part of the available data, and then try to exploit a huge amount of unlabeled data in the learning process. Therefore, the learning algorithm itself should find a way to take advantage of the unlabeled data.

Generally, the supervised learning algorithms have satisfactory performances when the number of labeled data is large enough. Otherwise the generalization performances of those algorithms decrease. In order to improve the learning algorithm’s performance despite the lack of labeled data available, a new research theme has emerged in the recent years: semi-supervised learning.

The main idea of this approach is to take into account the information provided by the unlabeled data in addition to that provided by the labeled ones in order to build a reliable prediction model.

Among the possible approaches to this issue, one of the most natural is to adapt algorithms for supervised classification by allowing them to use information provided by the unlabelled examples. Include, for example, the use of the EM algorithm [6] using transductive inference algorithms [10], the use of two views of the examples [1; 6] and self-training [12].

In this paper, we propose to use the k-Nearest Neighbor classifier in making decision during the self-labeling process. We also propose to reinforce self-training strategy by using a Support vector machines (SVM) classifier that can help the k-NN to label the unlabeled data.

The remainder of this paper is organized as follows: In section 2, we describe a Self-training method, k-NN and SVM algorithm. We provide also the detail of our proposed procedure. The experimental resulted from our proposed method is presented, and compared with a single k-NN and Self-training on 5 datasets in section 3. Finally we conclude the paper in section 4.

2. SELF-TRAINING BASED ON K-NN AND SVM
2.1 Self-training algorithm
Self-Training is a classical technique used for semi-supervised learning [4]. The principle of this method is as follows:

In each iteration, the labeled data generate a classifier that assigns a class to each unlabelled data. The data that have the highest probabilities of classification are added to the labeled data with their predicted labels for the next iteration, and the process is then repeated until convergence.

The self-training procedure is described in Fig 1. It has been applied to several natural language processing tasks: for word sense disambiguation [4], for identifying subjective nouns [5], for classifying dialogues as ‘emotional’ or ‘non-emotional’
[2], for object detection systems from images [3], for parsing and machine translation, etc [12].

Generally, the self-training technique gives good results in diverse applications. However, it is important to note that a classification mistake can reinforce itself, i.e. if we add a misclassified test example in a specific iteration, the subsequent iterations will also suffer and the classification accuracy of the learner goes down. In order to overcome this problem, several heuristics based essentially on the confidence level of the classifier used to make decision in self-training process have been proposed in the literature. For example, some algorithms try to avoid this by 'unlearn' unlabeled examples if the predictions confidence drops below a threshold [12].

Self-training has the advantage of working as a wrapper; in fact, it may employ any supervised classification algorithm in its core. Thus we are particularly focused on the strategy of using a second classifier with a high level of performance, in addition to the main classifier in the process of self-training. In our case we used Support Vector Machines (SVM). Thus, the final decision at each iteration of the main classifier will be taken with the help of the outputs of SVM classifier. To evaluate the effectiveness of this strategy, we have selected the k-NN classifier as the main classifier.

### 2.2 k-NN algorithm

The k-Nearest Neighbor (k-NN) is a simple but effective machine learning algorithm used for classification problems. It is a supervised learning algorithm where the result of new instance query is classified based on a majority of k-nearest neighbor category. The purpose of this algorithm is to classify a new object based on attributes and training samples. The classifiers do not use any model to fit and only based on memory. Given a query point, we find k number of objects or (training points) closest to the query point. The classification is using a majority vote among the classification of the k objects.

Here is a step by step description of the k-nearest neighbor k-NN algorithm:

1. Determine the parameter \( k = \) number of nearest neighbors.
2. Compute the distance between the query-instance and all the training samples.
3. Sort the distance and determine nearest neighbors based on the \( k \)-th minimum distance.
4. Gather the label \( Y \) of the nearest neighbors.
5. Use simple majority of the category of nearest neighbors as the prediction value of the query instance.

In the self-training process, the unlabelled data that are most confidently classified are added to the training data with, but the question how this confidence is measured, remains. The objective of the k-NN measures is to assign higher confidence to those data that are 'close' (i.e. with high similarity) to data of its predicted class, and are 'far' (i.e. low similarity) from data of a different class [13]. In this paper, the confidence measure for a k-NN classified data is calculated as follows:

\[
Confidence(c) = \frac{k_i}{k} \quad (c: \text{class}, \ k: \text{the number of nearest neighbor and } k_i: \text{the number of data that are assigned to a class } c \text{ within the k-nearest neighbors to the test data})
\]

### 2.3 Support vector machines algorithm

The Support Vector Machine (SVM) is a classification technique based on statistical learning theory [9, 10, 11] that was applied with great success in many challenging non-linear classification problems processing large data sets.

The purpose of SVM during its training phase is to find the hyperplane that optimally separates the training set, so that new and unknown data points lie on the correct side of the hyperplane as much as possible.

A standard SVM classifier for two-class problem is defined as following:

Let consider a binary classification problem and a dataset \(\{(x_1,y_1),(x_2,y_2)\ldots,(x_l,y_l)\}\) with \(x_i \in \mathbb{R}^d\) and \(y_i \in \{-1,1\}\). In the feature space, the decision function given by an SVM is:

\[
f(x) = \text{sign}\left[\omega^T \phi(x) + b\right]
\]
Where \( \omega \) is the weight vector, orthogonal to the hyperplane, “b” is a scalar that represents the margin of the hyperplane, “x” is the current tested sample, \( \phi(x) \) is a function that transforms the input data into a higher dimensional feature space. Sign is the sign function.

\( \omega \) and b are found by resolving the following optimization problem which expresses the maximization of the margin and the minimization of the training error:

\[
\min_{\omega,b} \frac{1}{2} \|\omega\|^2 + C \sum_{i=1}^{l} \xi_i
\]

\( s.t. y_i [\omega \cdot \phi(x_i) + b] \geq 1 - \xi_i \quad \forall i = 1, \ldots, l \\
\xi_i \geq 0 \quad \forall i = 1, \ldots, l \)

### 2.4 The k-NN as a base classifier:

To describe the self-training based on k-NN, Let consider \( L \) and \( U \) denote the labeled and unlabeled data set. In standard self-training process, a learner keeps on choosing to label a small set of its most confident examples, from \( U \) and retraining itself on \( L \cup U' \).

#### Given:

- \( L \): labeled training set
- \( U \): unlabeled set

#### While \( (U \neq \emptyset) \)

- Allow k-NN to determine labels of \( U \)
- Determine \( U' \), a subset of \( U \), whose elements are most confidently labeled
- \( U = U \setminus U' \)  
- \( L = L + U' \)

#### End while

In detail, the self-training process starts by learning a hypothesis from the labeled data. In each self-training iteration, the main classifier selects unlabeled data on which it makes most confident prediction. Then it adds those examples and their predicted labels to the training set. It is important to note that we keep the same class distribution in the labeled training set \( L \) during the self-training process.

For instance, if there are 4 positive and 16 negative examples in \( L \), then we will choose 1 positive and 4 negative examples to add to \( L \).

### 2.5 The k-NN and SVM as base classifiers

#### Given:

- \( L \): labeled training set
- \( U \): unlabeled set

#### While \( (U \neq \emptyset) \)

- Train SVM using \( L \)
- Allow k-NN to determine labels of \( U \)
- Determine \( U' \), a subset of \( U \), whose elements have the same class using k-NN and SVM
- Determine \( V' \), a subset of \( U' \), whose elements are most confidently labeled by SVM
- \( U = U \setminus V' \)
- \( L = L + V' \)

#### End while

### 3. Numerical Results

In [8], a collection of state of the art algorithms for SSL are discussed by their authors and applied to a set of benchmark datasets. These datasets, including a detailed description of how they were obtained, are available at http://www.kyb.tuebingen.mpg.de/ssl-book. In order to test the performance of k-NN, Self-training based on k-NN and Self-training based on k-NN and SVM, five data sets are used. An overview of the five data sets can be found in Table 1.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Points</th>
<th>Dimensions</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>g241c</td>
<td>1500</td>
<td>241</td>
<td>2</td>
</tr>
<tr>
<td>g241d</td>
<td>1500</td>
<td>241</td>
<td>2</td>
</tr>
<tr>
<td>Digit1</td>
<td>1500</td>
<td>241</td>
<td>2</td>
</tr>
<tr>
<td>USPS</td>
<td>1500</td>
<td>241</td>
<td>2</td>
</tr>
<tr>
<td>COIL2</td>
<td>1500</td>
<td>241</td>
<td>2</td>
</tr>
</tbody>
</table>

The dataset g241c was generated by some processing of samples from a mixture of Gaussians. Digit1 contains images of “1” and the label is set according to the tilt of the digit in the image. USPS contains 150 images of each of the ten digits from the famous USPS set, with classes ‘2’ U ‘5’ vs. the rest. COIL is a processed version of the Columbia object image library (COIL-100), with 2 labels. All these data sets contain 1500 data points, each having 241 dimensions.

For each data set, 400 examples are kept aside to evaluate the performance of learned hypothesis, while the remaining 1100 examples are partitioned into labeled set (400 examples) and unlabeled set (700 examples).
We compare the classification accuracy of Self-training based on k-NN only and Self-training based on k-NN and SVM, with the classification accuracy of the k-NN algorithm (Table 2).

Table 2: Performance of k-NN, Self-training based on k-NN and Self-training based on k-NN and SVM (averaged over 50 random realizations)

<table>
<thead>
<tr>
<th>Data set</th>
<th>k-NN</th>
<th>Self-training based on k-NN</th>
<th>Self-training based on k-NN and SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>g241c</td>
<td>65.36%</td>
<td>65.98%</td>
<td>68.20%</td>
</tr>
<tr>
<td>g241d</td>
<td>69.32%</td>
<td>69.12%</td>
<td>71.90%</td>
</tr>
<tr>
<td>Digit1</td>
<td>97.22%</td>
<td>97.51%</td>
<td>98.39%</td>
</tr>
<tr>
<td>USPS</td>
<td>94.45%</td>
<td>94.78%</td>
<td>96.35%</td>
</tr>
<tr>
<td>COIL2</td>
<td>93.68%</td>
<td>96.09%</td>
<td>97.13%</td>
</tr>
</tbody>
</table>

The experimental results on 5 data sets show that Self-training based on k-NN benefit from the information provided by unlabeled examples, and perform better than the supervised k-NN algorithm.

However, due to the small size of the labeled data set (L), the generalization ability of the initial hypothesis may be poor. Consequently, the most confident examples set (L') may contain noise because of the fact that the learner may incorrectly assign labels to some unlabeled examples, and the generalization ability of the final hypothesis will be affected by the accumulation of such noise in each iteration of the training process (g241d). In this case a bad accuracy will be obtained at the end of the process because some data will be classified in the wrong class with high confident score. The introduction of SVM into the Self-training process improve the classification accuracy, so we remark that Self-training based on k-NN and SVM gave good result in comparison with Self-training based on k-NN only.

4. CONCLUSION

The Self-Training method proposed in this paper uses the k-NN classifier to make decisions during a self-training process. Experimental results on five datasets showed that Self-training based on k-NN can outperform the supervised k-NN. It presents significant gains on four datasets. There was one dataset in which statistically inferior results were obtained by this method: g241d.

The Self-training based on k-NN cannot guarantee that automatically generated labels are free of errors. Instead of using just k-NN into Self-training process, we propose to use SVM to help the main classifier (k-NN) in making decision.

As future work, we plan to use other methods to help the main classifier in making decision. We will also investigate the possibility of using more than two classifiers to make decision.
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