
International Journal of Computer Applications (0975 – 8887) 

Volume 55– No.1, October 2012 

16 

Translation Shared Task on Statistical Machine 

Translation: A Comparison of the Systems Output 

 
 Muhammad Arifur Rahman  

Assistant Professor 
Department of Physics 

Jahangirnagar University 

Dhaka, Bangladesh 

 

 

 

ABSTRACT 

The ACL Workshop on Statistical Machine Translation 

proposed a translation shared task focused on European 

language pairs. Participants used their systems to translate 

into the target language a test set of unseen sentences in the 

source language. Involved languages were French, English, 

Spanish, German, Czech and Hungarian. The goal of this 

work is to quantitatively compare the translations generated 

by different systems. In particular, a selection of submitted 

runs for the French-English, German-English and Spanish-

English tasks were analyzed. The systems involved in our 

investigation cover all the main approaches to machine 

translation, that is rule-based, statistical, example-based and 

hybrid.  
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1. INTRODUCTION 
Machine translation (MT) is the use of a mechanical device 

such as computer to translate texts or utterances of a natural 

language into another natural language. An MT system 

expects texts in a specific language as input and produces a 

text with a corresponding meaning in a different language as 

output. MT can be seen as a decision problem where we have 

to decide on the best of target language text matching a source 

language text. 

Automatic MT evaluation is a mean of scoring the output 

from an MT system with respect to a set of human reference 

translations. The basic principle is that a translation is good if 

it is close to a member of such a set. People are interested in 

this measure because it can provide immediate feedback 

compared with human judgments, although its correlation 

with human evaluation of accuracy and fluency is not perfect 

and still under investigation. 

Recent work on statistical MT (SMT) has lead to a significant 

progress in coverage and quality of translation technology. At 

present time MT systems mainly follow three different 

approaches: statistical, rule based and example based. Phrase-

based SMT systems are trained from the parallel corpora [1] 

and originated from the IBM models [2]. Rule based machine 

translation (RBMT) systems rely on rules and linguistic 

resources built for that purpose. Example based machine 

translation (EBMT) is comparatively a new approach, used by 

decoding knowledge from a bilingual text. Chen et al., (2007) 

describes an architecture that allows to combine SMT with 

one or multiple RBMT systems in a multiengine setup which 

can be termed as a type of hybrid system[3].  

The shared task of ACL-2008 Workshop on SMT proposed 

shared task translation between 10 pairs of European 

languages. Around thirty systems from different universities 

and companies participated to the task for different language 

pairs [4]. This report presents an analysis of the output of 

various systems participated to the French to English, Spanish 

to English and German to English language pair tasks. The 

system comparison is made as defined in the following 

section. 

We ask that authors follow some simple guidelines. In 

essence, we ask you to make your paper look exactly like this 

document. The easiest way to do this is simply to download 

the template, and replace the content with your own material.  

2. COMPARISON METHOD 
This work aims at comparing the translations generated by the 

systems that participated to the shared task. The rationale 

behind this investigation is to verify if systems sharing the 

approach, rule-based, example-based or statistical, also 

provide similar outputs. The comparison is quantitative and 

made by computing the score of an automatic evaluation 

metric, the BLEU score (see Section 2.1), for each pair of 

systems, taking as hypothesis the output from one system and 

as reference the output of the other system. Once the scores 

are available for each pair, the matrix collecting them can be 

analyzed for finding regularities in the behavior of MT 

systems. 

2.1 The BLEU Score 
BLEU was developed by Kishore Papineni and others in 2002 

[5]. Papineni’s argument is: how does one measure translation 

performance? One of the answers they provided is: the closer 

the MT is to a professional human translation, the better it is. 

BLEU is an automatic evaluation metric based on the 

matching of n-gram of words. To compute the BLEU score, 

one has to count the number of n-grams in the hypothesized 

translation that have a match in the corresponding reference 

translation. That is the precision pn is computed as:  
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where h is the hypothesis, Countmatched(n-gram) is the count 

of n-grams found both in the hypothesis and reference. 
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Count(n-gram) is the count of n-grams in the hypothesis and 

TS is the test set. Typically, precisions are computed for 

n=1..4. 

Multiple reference translations are also used to increase 

accuracy where paraphrases may exist. In this case, BLEU 

uses a modified n-gram precision. This precision clips the 

count for each n-gram in any test translation to prevent it from 

exceeding the count of this n-gram in the best matching 

reference translation.  

Since BLEU is precision based and recall is difficult to 

formulate over multiple reference translations, a brevity 

penalty is introduced to compensate for the possibility of 

proposing high precision hypothesis translations which are too 

short. IBM’s formula for calculating the BLEU score is [6]: 

BLEUBLEUSCORE PRECISIONBPBLEU 
 

 

where the precision factor is the geometric mean of single n-

gram precision: 
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while the brevity penalty is calculated as: 
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where LenH is the length of the corpus of hypothesis 

translations, and LenR is the effective reference corpus length. 

In case of multiple references, it is calculated as the sum of 

the single reference translation from each set which is closest 

to the hypothesis translation. 

One of the main limitations of the BLEU is that since the 

evaluation is simply based on n-gram matching, it is possible 

to give the same score to sentences with completely different 

meaning by switching words/n-grams. Moreover in the 

calculation of the BLEU score, longer n-grams dominate the 

shorter n-grams. 

3. DESCRIPTIONS OF SYSTEMS 
In this section, a brief description of each of the systems 

participating to the shared task is provided; first, however, an 

overview of the different approaches to MT is supplied. 

3.1 Rule Based Machine Translation 
RBMT needs linguistic knowledge to create appropriate rules 

of translation. RBMT paradigm is associated with systems 

that rely on different linguistic levels of rules for translation 

between the source and the target language. The prototypical 

example is Rosetta [7], an interlingual system which divides 

translation rules in two categories [8]. One is “M-rules”, 

which are ”meaning-preserving rules”, that is map’s between 

syntactic trees and underlying meaning structures, the other is 

“S-rules”, which are ”non-meaningful rules”, that is map’s 

lexical items and syntatic trees. 

In RBMT, a grammar is comprised with a lot of rewriting 

rules [9-10]. Translation is carried out by repeating pattern 

matching and transformation of tree or graph structures that 

represent the syntax or semantics of a sentence. A great part 

of the processing time is spent in pattern matching which 

mostly results in failure. The key to improve the processing 

efficiency is how to avoid the pattern matching that results in 

failure. A number of methods such as the Rete pattern match 

algorithm [11] have been developed. 

3.2 Example Based Machine Translation 
EBMT is about how to decode knowledge from bilingual 

texts, where the knowledge seems to have no overt formal 

representation or any encoding scheme. The EBMT approach 

became popular soon after some positive results were 

published in a number of papers demonstrating its plausibility. 

Sato and Nagao [12] investigated the problem of example 

selection by approximate (or inexact) matching of input 

sentences and example sentences, using a similarity measure. 

By around 1993, EBMT had become an established research 

field of MT and many example-based techniques were applied 

to various MT tasks. [13] attempted the example-based 

translation of computer technical terms with respect to the 

focus term and its surrounding contexts. 

An example is a pair (or couple) of texts in two languages that 

are a translation of each other. The texts can be of any size at 

any linguistic unit: words, phrase, clause, sentence, and 

paragraph. A critical issue that needs to be examined closely 

in this context is the number of examples over a large-scale 

bilingual corpus, which can be unlimited in practice. The 

example number can be exponentially large in respect to the 

corpus size, if all possible examples from a bilingual corpus 

are selected. Consequently, the problems of scale of EBMT 

might arise, because any fragment of a sentence can be an 

example. 

3.3 Statistical Machine Translation  
Pure SMT is relatively a new research area. SMT has been 

introduced by the research group at IBM [14] in 1990. They 

introduced the concept of alignment models to describe the 

dependencies between source and target language words [2] 

and developed a search algorithm for these models based on 

the paradigm of stack decoding. A SMT model is a 

mathematical model in which the process of human language 

translation is statistically modeled [15]. Model parameters are 

automatically estimated using a corpus of translation pairs. 

Unfortunately, even for simple translation models, the search 

problem is NP complete. Various research groups tried to 

extend the IBM work to develop more efficient search 

algorithms by using suitable simplifications and applying 

better optimization methods. A major disadvantage of the 

baseline IBM alignment models is that they do not take word 

context into account. A partial solution to this problem is 

phrase based SMT [1], where word sequences (phrases) are 

translated rather than single words, providing SMT with a 

robustness in word selection and local word reordering. 

3.4 Hybrid Systems 
The traditional RBMT system is expensive in terms of 

formulating rules. It easily introduces inconsistencies, and it is 

too rigid to be robust. In contrast, the SMT system is based on 

noisy channel model and is robust in processing partial and 

ill-formed sentences. The computation time in processing long 
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Table 1: Participants in the shared translation task with basic approaches and official BLEU score on Test2008 data 

ID Participant Basic Approach 
Language 

Pair 

Official 

BLEU 

score 

CMU-SMT Carnegie Mellon University SMT 
SMT based on Weighted Sentence Pair 

[19] 

Es-En 33.23 

De-En 17.00 

CMU-

STATXFER 

Carnegie Mellon University Stat-

XFER 
Syntax Based Translation System [20] Fr-En 20.00 

CUED Cambridge University 
SMT- follows the Transducer 

Translation model [16] 

Fr-En 32.83 

Es-En 33.11 

DCU Dublin City University 
Hybrid System: Combination of EBMT 

and SMT  [22] 

Fr-En 31.63 

Es-En 32.74 

LIMSI LIMSI SMT based on Moses Toolkit [17] 

Fr-En 33.00 

ES-En 33.00 

De-En 27.00 

LIU Link¨oping University 
SMT based on POS factor and 

Sequential model on POS [26] 
De-En 27.00 

LIUM-

SYSTRAN 

University of Le Mans and 

Company Systran 

Hybrid system: Combination of SMT 

based on Moses Toolkit and RBMT [23] 
Fr-En 33.13 

RBMT1–6 

Babelfish, Lingenio, Lucy, 

OpenLogos, ProMT, SDL (ordering 

anonymized) 

RBMT 

Fr-En 
17..00 to 

20.00 

Es-En 
17.00 to 

19.00 

De-En 
12.00 to 

15.00 

SAAR University of Saarbruecken 
Hybrid System: 

Multi Engine with Moses SMT [24] 

Fr-En 28.12 

Es-En 33.15 

De-En 27.00 

SYSTRAN Systran RBMT [21] Fr-En 26.00 

UCL University College London 

Hybrid System: 

Phrased-based SMT with Kernel 

Regression Model [25] 

Fr-En 26.59 

UEDIN University of Edinburgh SMT based on Moses Toolkit [18] 

Fr-En 33.50 

Es-En 33.70 

De-En 28.00 

UPC 
Universitat Politecnica de 

Catalunya, Barcelona 
N-gram Based SMT [27] Es-En 32.88 

 

sentences sharply increases as the number of words increases. 

The EBMT heavily depends on the quality of collected 

examples and the similarity measures between examples and 

input sentences. When the matched units are subsentential 

structures (e.g., phrase structures), the performance of such a 

system is better than that of a word-level system. As for the 

knowledge-based system the difficulties are in how the 

knowledge is represented, how fine the knowledge is, and 

what the inference engine is. In addition, the cost of compiling 

knowledge is expensive. 

The hybrid design is an effort to produce a method that makes 

the most of the strengths of above mentioned methods and 

that compensate for their weaknesses. At AMTA 2004 and 

MT Summit 2005 just about all commercial MT developers 

also claimed to have hybrid systems. Much current research in 

MT is neither based purely on linguistic knowledge nor on 

statistics, but includes some degree of hybridization. 

The hybridization of MT approaches attempted so far, 

primarily concentrates on two aspects: the technical aspect 

and the improved translation quality. A prominent example is 
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a parallel run of two or more different MT engines and the 

combination of their output. 

3.5 Systems participating in Shared Task 
Table 1 lists the participants, to the translation shared task 

whose runs we have investigated. A short description of the 

systems are given bellow. The Cambridge University 

Engineering Department SMT system follow the Transducer 

Translation Model, a phrase based generative model of 

translation that applies a series of transformation specified by 

a conditional probability distribution and encoded as 

Weighted Finite State Transducers [16]. LIMSI used an SMT 

system based on Moses toolkit. For Europarl, n-best rescoring 

was performed using an enhanced n-gram or a neuronal 

language model [17]. University of Edinburgh’s system used 

the Moses decoder which follow the phrase based SMT 

approach, with default setting as a starting point. They added 

minimum Bayes risk decoding and reordering constraints to 

the decoder [18]. For their SMT system, Carnegie Mellon 

University SMT applied the methods of weighting sentence 

pair using language models, and extended the general 

weighting method to genre-dependent weight [19]. The 

Carnegie Mellon University Statistical Transfer (Stat-

XFER) is a transfer engine using two language-pair-

dependent resources: a grammar of weighted synchronous 

context-free rules, and a probabilistic bilingual lexicon of 

syntax-based word and phrase level translation [20]. RBMT1 

to RBMT6 are Rule Based Machine translation systems from 

six companies, namely Babelfish, Lingenio, Lucy, 

OpenLogos, ProMT, SDL with anonymized ordering [4]. The 

system of Systran was a rule based system that in recent 

years began integrating statistical features and corpus based 

model [21]. Dublin City University’s MATREX (Machine 

Translation using Examples) is a data-driven MT. It is a 

hybrid system which exploits EBMT and SMT techniques to 

build a combined translation model [22]. LIUM/Systran is a 

joint project between the University of Le Mans and 

company Systran. It is a hybrid system. They combine the 

data driven approaches and the concentrated knowledge 

present in RBMT resources [23]. University of 

Saarbruecken uses a hybrid system of SMT and RBMT in a 

multi engine setup. It is a variant of standard SMT technology 

to align translation from one or more RBMT system with the 

source text and incorporated phrases extracted from these 

alignments into the phrase table of the SMT system [24]. It 

uses Moses to find good combination of phrases from SMT 

training data with the phrases derived from RBMT. 

University College London’s system uses a hybrid system of 

classic phrase-based SMT model and the kernel regression 

model [25]. First, for each source sentence a small relevant set 

of sentence pairs are retrieved from the large scale parallel 

corpus. Then the regression model is trained on this small 

relevant set only as a sparse approximation of the regression 

hyperplane trained on the entire training set. 

4. RESULTS 
The first part of this section provides a brief description of 

data used for the experiments while the second part provides 

the findings of experiments and a brief description of results 

for different systems. 

4.1 Data 
For our investigation we have compared the automatic 

translations provided by the systems on the Europarl test2008 

data set. Table 2 shows the test set statistics.  

Table 2: Statistics of Europarl Test 2008 data 

# Sentences 2,000 

# Words 60,185 

# Distinct Words 6,050 

 

4.2 Experiments 
Table 3 shows intra-system Bleu scores computed on the 

outputs of the French-to-English task. It can be noted that 

higher scores refer to pairs of pure statistical-based systems 

(CUED, LIMSI and UEDIN) and hybrid systems which 

include a statistical component (LIUM-SYSTRAN, DCU). It 

is not surprising to observe that the highest score corresponds 

to the pair of Moses-based systems (UEDIN and LIMSI). 

Anyway, also CUED, which is an SMT system not based on 

Moses, shows high scores with the other SMT systems: this 

should mean that the similarity of translations from statistical 

systems is due to the approach rather than the actual 

implementation. 

 

Table 3: French to English Europarl Test2008 Data 

Uedin 0.412 0.6955 0.7028 0.7867 0.7689 0.3328 0.3363 0.3182 0.5255 0.531 0.4491 1 

Ucl 0.2629 0.4496 0.4282 0.4403 0.4428 0.1879 0.1993 0.1786 0.4116 0.3408 1 0.4496 

Systran 0.3724 0.508 0.5105 0.5411 0.5371 0.3734 0.3776 0.37 0.4721 1 0.3404 0.531 

Saar 0.3046 0.498 0.4891 0.524 0.5205 0.2791 0.2948 0.2679 1 0.4699 0.4122 0.523 

Rbmt6 0.3272 0.2996 0.3192 0.3319 0.3287 0.4835 0.3899 1 0.2724 0.3696 0.1793 0.3178 

Rbmt4 0.2934 0.3183 0.3323 0.3462 0.3437 0.4158 1 0.3903 0.298 0.3771 0.1995 0.3359 

Rbmt3 0.3506 0.3183 0.3314 0.349 0.346 1 0.4153 0.4831 0.285 0.3732 0.189 0.3326 

lium-systran 0.4256 0.6808 0.6971 0.7919 1 0.346 0.3442 0.329 0.5225 0.5373 0.4422 0.7691 

Limsi 0.432 0.6897 0.7183 1 0.792 0.3491 0.3467 0.3322 0.5259 0.5414 0.4396 0.787 

Dcu 0.4136 0.6429 1 0.7185 0.6973 0.3314 0.3327 0.3194 0.4907 0.5108 0.4275 0.7032 

Cued 0.3966 1 0.6426 0.6895 0.6807 0.3184 0.3187 0.2999 0.5002 0.5081 0.449 0.6956 

cmu-statxfer 1 0.3961 0.4132 0.4315 0.4251 0.351 0.2931 0.3273 0.3093 0.372 0.2637 0.4115 
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Table 4: Spanish to English Europarl Test2008 Data 

Upc 0.6511 0.6353 0.6074 0.6432 0.3551 0.3471 0.3373 0.5979 0.4069 0.6302 1 

Uedin 0.8008 0.6781 0.7168 0.7688 0.3273 0.3243 0.3129 0.7046 0.454 1 0.6304 

Ucl 0.4455 0.4371 0.4274 0.4375 0.1954 0.1899 0.1831 0.4327 1 0.4541 0.4069 

Saar 0.699 0.6397 0.64 0.669 0.3798 0.3765 0.3809 1 0.4322 0.7052 0.5985 

Rbmt6 0.3306 0.3252 0.327 0.3413 0.522 0.5303 1 0.3808 0.1845 0.3127 0.3369 

Rbmt4 0.3383 0.3347 0.3338 0.3508 0.5308 1 0.5301 0.3766 0.1917 0.3241 0.3468 

Rbmt3 0.3428 0.3408 0.3403 0.3542 1 0.5311 0.5221 0.3797 0.1968 0.327 0.3547 

Limsi 0.7512 0.6751 0.7429 1 0.3545 0.3509 0.3415 0.6686 0.4372 0.7691 0.6436 

Dcu 0.7036 0.6449 1 0.7427 0.3406 0.334 0.3272 0.6395 0.4272 0.7168 0.6077 

Cued 0.684 1 0.6451 0.6751 0.3411 0.3348 0.3254 0.6393 0.4368 0.6783 0.6357 

cmu-smt 1 0.6841 0.7039 0.7514 0.343 0.3383 0.3307 0.6987 0.4451 0.8012 0.6516 
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Table 5: German to English Europarl Test2008 Data 

Uedin 0.3319 0.5819 0.5755 0.2117 0.2655 0.265 0.2583 0.2404 0.5718 0.317 1 

Ucl 0.2107 0.3399 0.3403 0.1314 0.1387 0.1336 0.1317 0.1232 0.3354 1 0.3153 

Saar 0.3157 0.598 0.65 0.2169 0.2896 0.2649 0.2571 0.2626 1 0.337 0.5719 

rbmt6 0.1944 0.2196 0.2272 0.3 0.3651 0.3733 0.3968 1 0.2622 0.1245 0.2401 

rbmt5 0.2025 0.2357 0.2412 0.3028 0.3855 0.4109 1 0.3969 0.2568 0.133 0.258 

rbmt4 0.1973 0.2383 0.2459 0.31 0.407 1 0.4109 0.3733 0.2646 0.135 0.2647 

Rbmt3 0.2066 0.2424 0.2468 0.3117 1 0.4072 0.3857 0.3653 0.2893 0.1399 0.2652 

Rbmt1 0.1518 0.1944 0.2005 1 0.309 0.3069 0.2998 0.2969 0.2156 0.1306 0.2104 

Liu 0.3231 0.6172 1 0.2015 0.2471 0.2462 0.2415 0.2275 0.6503 0.3415 0.5759 

Limsi 0.3289 1 0.6173 0.1954 0.2427 0.2386 0.236 0.2199 0.5983 0.341 0.5823 

Cmu-statxfer 1 0.3285 0.3227 0.153 0.2066 0.1975 0.2026 0.1946 0.3155 0.2123 0.3317 
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On the other side, the scores of pairs where at least one 

system is rule or example-based vary greatly and are quite 

lower than scores of pairs of systems based on statistics.For 

example, the BLEU scores computed on any translation of the 

three commercial RBMT systems do not exceed 48.31, the 

maximum corresponding to the pair RBMT3 and 6, and 

typically is below 40. Also SYSTRAN output is quite 

different from any other translation, its BLEU scores ranging 

in the 34-54 interval. Interestingly, the LIUM-SYSTRAN 

system seems to generate translations similar to the other 

statistical-based systems (68-79) but not to the SYSTRAN 

output (53.7). 

Tables 4 and 5 are the analogous of Table 3 for the Spanish-

English and German-English tasks, respectively.  On the basis 

of reported figures, quite similar considerations can also be 

made for these tasks. Note that German-English scores are 

lower than those of the other two tables; this could be due to 

the fact that since this is a more difficult task,  systems are 

wrong more often and errors, by their own nature, are 

different because randomly investigated. 

5. CONCLUSION 
In this work we have compared some of the runs submitted to 

the translation shared task of the ACL 2008 Workshop on 

SMT. The investigation regarded three language pairs, 

French-English, German-English and Spanish-English, and 

systems implemented following different approaches to MT, 

namely the rule-based, the statistical, the example-based and 

the hybrid one. The quantitative comparison was based on the 

BLEU score. 

A clear outcome of our analysis is that statistical-based 

systems generate similar translations, whatever their 

implementation; in fact, high BLEU scores (denoting high 

correlation) were observed for pairs involving not only 

Moses-based systems, but also other statistical systems. 

Similar translations are generated also by hybrid systems 

which include a statistical component. 

On the contrary, rule- and example-based systems do not 

show such a behavior. The BLEU scores measured for 

translation pairs where at least one output is from a non-

statistical system are quite low. It is worth to notice that this is 

true also for Systran and commercial systems, showing that on 

the market one can expect to find MT systems that differ 

significantly. 

An interesting result of our work regards system combination. 

It is known that when translations from different systems are 

combined with the goal of improving the overall quality, it is 

convenient that translations differ as much as possible. Our 

study suggests not forget to include outputs from non-

statistical engines. 
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