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ABSTRACT 

Iris localization is a critical step for an iris recognition system 

because it directly affects the recognition rates. Consequently, 

in order to have reasonably accurate measures, we should 

estimate as many iris boundaries as possible which are 

defined by papillary and ciliary regions. Due to the 

contraction which is an intrinsic propriety of the pupil and the 

variations in the shooting angle, the pupil will not be a regular 

circle. So an active contour is suitable to accurately locate the 

iris boundaries. In this paper we focused on iris/pupil 

boundary and we proposed a new algorithm based on an 

active contour without edges applied in gray level image. 

First, we develop a new method to locate and fill the corneal 

reflection which is used not only to remove the highlight 

points that appear inside the pupil but also as an initial 

contour generator for the snake. Second, we propose to use 

the active contour without edges for precise pupil 

segmentation. This kind of snake can detect objects whose 

boundaries are not necessarily defined by gradient. Our 

algorithm seems to be robust to occlusion, specular reflection, 

variation in illumination and improves its efficiency in 

precision and time computation compared with AIPF and Gvf 

active contour. Another advantage is that the initial curve can 

be anywhere in the image and the contour will be 

automatically detected.  

The proposed algorithm is 2.36 faster than GVF snake-based 

method for accurate pupil contour detection and integro-

differential method with accuracy up to 99.62% using CASIA 

iris database V3.0 and up to 100% with CASIA iris database 

V1.0.   

Keywords 

Iris, pupil, snake, specular reflection, active contour without 

edges. 

1. INTRODUCTION 
Security has become a major aspect, mainly in areas that 

require high security levels. For many users, the safest way to 

protect themselves is to use biometrics. The iris is the 

‘‘colored ring of tissue around the pupil through which light 

enters the interior of the eye” [26]. It has a complex pattern 

which contains many distinctive features like furrows, arching 

ligaments, ridges, crypts, rings, corona, freckles, and the 

collarette [3]. Figure 1 shows an example image from Casia 

V3.0.  

The iris recognition system is one of the most important and 

reliable techniques [1, 2] aging invariant, compared with other 

biometric systems.  Such an iris recognition system has four 

main stages: segmentation, normalization, encoding and 

matching. The first iris recognition system was proposed by 

Daugman who assumed iris boundaries by two circles using 

integro-differential operator [3, 25]. After that many other 

algorithms, based on the edge maps [4], have appeared. 

Wildes and Masek [5, 6] used edge detection followed by the 

Hough transforms to detect the iris boundaries and both are 

circle models. Another proposition assumes the iris and the 

pupil as an elliptic form [7, 8]. However, these methods are 

not so good in particular for noisy, blurred and off-angle 

irises. As a consequence a papillary or ciliary boundary is not 

perfectly circular and therefore can lead to inaccuracy if fitted 

with simple shape assumptions (circle, ellipse). To overcome 

the disadvantages related to the non regularity of the pupil and 

iris shapes, many algorithms have been proposed. Daugman 

suggested a novel algorithm based on discrete Fourier series 

expansions of the contour data [9]. Zhaofeng HE suggested a 

novel method based on Hooke’s law, called Pulling & 

Pushing [10] and Kien proposed to use fusing, shrinking and 

expanding active contour models [11], Ann Jarjes proposed to 

use the AIPF and Gvf active contour for a more precise 

detection. 

In this paper we presented a new method for the detection of 

the precise pupil contour which is based on the active contour 

without edges. We defined a modified corneal reflection 

removal method [24] not only used to remove the corneal 

reflection inside the pupil but also to give an initial contour 

for the snake. Using the mask generated by the first process 

and taking into account that the pupil region is darker than the 

iris region, we proposed to use   the active contour without 

edges which is a very robust technique used to separate two 

objects with a difference between the foreground and 

background means. 

The remaining of this paper is organized as follows:  In 

section II we gave an explanation of two iris segmentation 

methods using integro differential operator [3] and GVF 

active contour [12]. Section three dealt with the proposed 

algorithm based on an active contour without edges. In the 

fourth section, however, we described Chan Vese algorithm 

used to precisely segment the pupil region, and then we 

assessed our algorithm and presented our experimental results. 

Finally, conclusions were drawn in section 5.  

 

 

 

 

 

 

 

 

 

Fig 1: Example of iris image from CASIA V3.0. 
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2. BACKGROUND 

2.1 Daugman Approach: 
Daugman’s approach [3] is based on an integro-differenrential 

operator to localize the iris regions using equation (1): 
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The integro differential operator looks for the maximum 

value of the blurred partial derivatives over the image domain, 

according to a circular arc ds  of radius r and center

 00 , yx .  

 rG  is a smoothing function used to blur the iris texture. 

Depending on the nature of the desired edges, the value of 

sigma can take two distinct values, great and low, to detect the 

pupil. Soon, the new methods assume the pupil region with an 

irregular shape [9, 12, 11]. It seems more suitable to replace 

this assumption by other methods that can model the pupil 

boundaries whatever their shapes are.  

2.2 GVF Active Contour Based Method for 

accurate pupil contour detection 

 
In [12], Ann JARJES proposes a new method for pupil 

boundary localization based on GVF active contour and AIPF 

to refine the pupil boundary. This method is made up of four 

steps: image denoising and enhancement, pupil center 

estimation, circular pupil localization and precise pupil 

contour detection. The flowchart in Figure 2 describes all the 

modules of this algorithm. The first step named image 

denoising and enhancement gives a cleaner image without 

reflection spots. We could remind here that this technique was 

tested in our paper [24]. In the second step it follows a fine 

estimation of pupil radius 
pR and center which coincides 

with its center of mass as shown in Figure 3. Pupil center 

coordinates  
pp yx ,  and the radius are determined using 

the equations (2) and (3):  
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Where, 
pn  is the number of pixels belonging to P  and 

pS  

the corresponding area which equals the sum of pixels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Flowchart of the GVF snake based method for 

accurate pupil contour detection 

After the second step, and in order to refine the pupil 

boundary Ann JARJES uses the AIPF, the least square 

method and GVF active contour. 
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2.2.1. Angular Integral Projection Function 

(AIPF) 

The first methods used to perform image projection are: 

IPFv  (vertical integral projection function) and IPFh  

(horizontal integral projection function) that can be 

reformulated by the equations (4) and (5):  
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For the discrete implementation, it’s more efficient to replace 

integrals with sums and  yx,   with  ji, . With these 

manipulations we can derive an efficient discrete operator in 

the row and column direction defined by equations (6) and 

(7). 
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Where  jiI ,    is the intensity of a pixel at location  ji, . 

These two operators ( IPFv and IPFh ) have shown their 

inadequacies because they are limited to vertical and 

horizontal directions. That’s why a new method has appeared 

to perform an integral projection along angular directions [12] 

defined by AIPF in equation (8). The angular integral 

projection function performs line integration within a specific 

rectangle that extends from the pupil center and has angle 

with x axis as shown in Figure 4. 

     8
2

2 2
sinsin

,
2

coscos

1
1,, dh

ht

ht
hrpy

hrpx

I
ht

htrAIPF 

 
















































 

Where,   twr ,0  is defined as the distance from the pupil 

center and   2:0   the integration angle. After the 

detection of a set of pupil boundary points using the AIPF 

technique, Ann JARJES used the least mean square to fit the 

curve that best describes these sets of points. After that it 

follows a GVF active contour, in order to refine the pupil 

boundary better. The parametric representation of GVF active 

contour is       sysxsC , . Where s is the control 

parameter situated between [0, 1]. The total energy (as a sum 

of an internal and external energy extE ) of the snake [15] is 

defined by equation (9): 
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Where,  and    are the elasticity and stiffness coefficients 

respectively. The corresponding dynamic snake is made 

through treating C as function of time t. Then the partial 

derivative of C is given by equation (10): 
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Fig 4:  Application of AIPF with an angle    .The 

rectangle with dimension wt*ht represents the integration 

rectangle. 

Although this method uses Gvf active contour to best refine 

the pupil region, there are some problems. First, in the image 

deionizing and enhancement stage this method is not good 

enough especially for the smaller pupil (where the several 

eight spots are almost equal to the pupil) (Figure 5-a), a bright 

pupil (Figure 5-b) and with a deflected reflection spots inside 

the iris region (Figure 5-c). After image deionizing, the pupil 

with a smaller region, will have almost the same gray level 

values as iris region which makes the image binarization 

using gray level histogram more difficult (Figure 5-d). 

Moreover, the eight spots inside the bright pupil (Figure 5-e) 

are not totally removed. To overcome these problems, we 

propose a new corneal reflection removal method based on 

the Top-hat as explained in section 3.Second, it is well known 

that the snake initialization accuracy influences significantly 

the segmentation and especially the time computing process. 

In GVF active contour method the accuracy of the initial 

contour and the execution time are closely linked to the 

number of initial contour points. If we want to have a precise 

initial contour we should have a lot of initial points; thus more 

computing time. In order to overcome the problem related to 

active contour initialization and the waste of time computation 

we can use the edge map of the pupil to generate the first 

contour based on the level set method and Signed Distance 

Function(SDF). The well known active contour without edges 

is then used to precisely segment the iris region using the first 

contour generated from the intersection between SDF and the 

level set zero. 
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(a)                            (b)                                 (c) 

 

 

 

 

            (d)                     (e)                                (f) 

 

Fig 5: Results of image deinoising and enhancement. (a-c) 

Original image from Casia-V3.0. (d) Image processed with 

small pupil. (e) Image processed with highlight pupil. (f) 

Image processed     with deflected reflection spots inside 

the iris region 

3. PROPOSED METHOD  
An iris and a pupil are two separate objects because of the 

sharp contrast between them [16]. The pupil region appears 

darker than that of the iris. Using this propriety we can 

assume the pupil as a foreground and the iris as a background 

statistically different. 

In order to separate the pupil from the iris region we use 

an active contour without edges. This technique deforms an 

initial curve so that it separates the foreground from the 

background based on the means of the two regions [17]. The 

technique is very robust to initialization and gives good 

results because of the high difference between the foreground 

(pupil) and background (iris) means. 

Our used method to detect the pupil region consists of two 

main stages. The first is a primary reduction of corneal 

reflections and initial contour generator. The second stage is 

the pupil boundary localization using an active contour 

without edges to accurately segment the pupil region. In order 

to avoid the divergence of an active contour, we should take 

into consideration the typical sources of noise including the 

corneal reflection and eyelashes.  

3.1 Corneal Reflection removal 
Corneal reflection removal is a crucial step. It is used not 

only to denoise the pupil but also to estimate its position. 

Earlier we have developed a method for a corneal reflection 

removal method [24]. Here we introduce some modifications 

in order to focus on the eight spots inside the pupil. Thus, the 

four major stages included in this approach are as follows: 

computing ROI (Region Of Interest), Image gradient, Image 

cleaning and Filling corneal reflection points, as illustrated by 

the flowchart given in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6: Flowchart of corneal reflection removal method. 

 

3.1.1. Computing ROI 

 

Through analyzing the full CASIA iris image database V3.0 

we determined the boundaries limits 

 rightileftidowniupi yyxx ,,, of each pupil in CASIA iris 

database V3.0, as shown in Figures 7 and 8. 

The purpose of this step is to choose the common size of all 

CASIA iris image database V3.0 where the papillary area can 

be seen clearly. The total number of CASIA iris image 

database V3.0 is noted by N . As a result the new image size 

is defined by equation (11). 
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  NiyY leftileft ..1,min 
 ,   

  NiyY rightiright ..1,max 
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As shown in Figure 8. a-b-c-d are four histograms that 

describe the pupil’s boundaries limits (up, down, left and 

right) distribution. The horizontal axis is the pupil boundary 

limits  rightleftdownup yyxx ,,, . The vertical axis shows the 

relative number of images having the clear pupil area that 

corresponds to that position on the horizontal axis. After this 

study we can reduce the image size in order to reduce time 

computation and the effect of the skin and eyelashes. Figure 9 

shows the result of computing ROI.  
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           (a)                                                        (b) 

Fig 9: Result of computing ROI. (a) Original image. (b) 

Cutted image. 

3.1.2. Image gradient 
The images in iris database CASIA V3.0 have eight white 

circular spots in the pupil [25]. These small circles form a 

round shape and they are brighter than the other parts of the 

pupil. A Top-hat filter is used to extract the contrasted 

components. The white Top-hat or what we call 

morphological gradient is the difference between the input 

image and its opening by some structuring element (Figure 

10). As a structuring element we used a disk which radius 

equals that of the circles forming the round shape of the eight 

spots. 

 

 

upX  downX  

leftY  

Fig  8:  Images of the histograms which presents the variation of pupils’ boundaries limit of CASIA iris database V3.0. (a) 

The up pupil boundary histogram. (b) The down pupil boundary histogram. (c) The left pupil boundary histogram. (d) 

The right pupil boundary histogram. 

 

Fig 7: The four pupil boundary limits 
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     (a)                                                 (b)         

Fig 10: result of image gradient. (a) Input image. (b) 

Result of white Top-hat. 

 

3.1.3. Image cleaning 

 
We adopt the fundamental operator in morphological image 

processing named erosion and an adaptive threshold based on 

the histogram of all images database V3.0 to keep the edge 

map of the eight spots in the resulting image [25, 24]. As 

known, erosion is used to eliminate small clumps of 

undesirable foreground pixels. Therefore, in order to clean the 

eight spots neighbors we used erosion before (Figure 11) and 

after image thresholding (Figure 12).   

 

 

 

 

 

 
             (a)                                               (b) 

Fig 11: Result of image erosion before thresholding. 

(a)Result of Top-hat. (b) Result of image erosion. 

After the thresholding step, it can be observed that some 

small clumps of reflections and bright skin are still present in 

the edge map as shown in Figure 12. Thus, erosion can 

discard this noise. 

 

 

 

 

 
 

 

              (a)                                                (b) 

Fig 12:   Result of image cleaning. (a) Edge map. (b) Result 

of erosion 

3.1.4. Filling corneal reflection points 
In order to cover most of the parts of the eight spots and their 

neighbors, an image dilate stage is more suitable for this task. 

Dilation adds pixels to the boundaries of the objects. The 

number of pixels added to the objects depends on the size and 

shape of the structuring element used to process the image. 

The structuring element used to probe the input image is a 

disk which radius is equal to the smallest radius of the pupil of 

the iris image database CASIA V3.0. The result of filling 

corneal reflection is depicted in Figure 13. 

 

 
 

 

 

 

 

 

 

               (a)                                        (b) 

Fig 13:  Result of filling corneal reflection. (a) Edge map. 

(b) The resulted image of filling corneal reflection. 

 

3.2 Pupil boundary localization 
 

Figure 14 gives an overview of the proposed method to 

locate the pupil boundary. The block diagram of the proposed 

method consists mainly of image computing ROI, image 

denoising and finally the pupil boundary localization using an 

active contour without edges. The corneal reflection removal 

step would enable us to acquire information about the location 

of the pupil region. So we can further reduce the image size in 

order to reduce the dark areas, in the edge map caused by 

eyelashes. Therefore we take a rectangle which length and 

width are as follows:  
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Where  
maxpR  is the radius of the largest pupil in the iris 

database CASIA V3.0 (Figure 15). After the computing ROI 

stage comes the image denoising. This step is used to generate 

the mask. The generation of the mask was achieved using 

almost the same approach as the corneal reflection removal 

method. First we began by an adaptive threshold to calculate a 

binary reflection map. The thresholded image has an already 

dark area caused by the eyelashes. In order to denoise the 

image we can close the foreground pixels with a particular 

structuring element - a disk radius of the smallest pupil of 

CASIA iris data base V3.0 [12]. Closing and opening are 

commonly used successively to achieve more subtle effects. 

In order to move back to the first shape of the pupil we used 

the morphological operator opening. The last development 

phase of our algorithm consisted of the application of an 

active contour without edges to segment the pupil region. The 

two inputs of this snake are the mask and the image to be 

segmented. 
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Fig 14: Flowchart of pupil boundary localization. 
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Fig 15: Image size reduction. 

3.2.1. Active contour without edges (Chan-Vese 

segmentation algorithm) 

Snakes or active contours are a well known technique used to 

deform iteratively an initial contour in order to track 

interfaces and shapes. In the literature, there are many 

methods to represent a contour. This has led to various ideas 

among which we can take the LSM (Level Set Methods) 

which describes the evolution of an embedded family of 

contours [19].  The level set method makes it very easy to 

follow the shapes that change of topology [18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 16: Flowchart of active contour without edges 

The algorithm illustrated by the flowchart in Figure 16 is 

based on Chan Vese segmentation algorithm used to separate 

two objects. One is considered as the foreground and the other 

as the background. This is a good method to segment two 

regions statistically different. 

 

 Initial mask 

The mask initialization is the critical step to generate the 

signed distance function (SDF). The initial mask consists only 

of two regions: one taken as a background (=0) and the other 

as the foreground (=1). This mask should be as close as 

possible to the segmented element in order to reduce 

thereafter the time computation and solve the problem of 

active contour sensitivity to the contour initialization. For 

these reasons we use the edge map (Mask) generated by the 

image deinoising step of section 3.2 as a first mask. 

 Compute SDF  

SDF means Signed Distance Function as shown in Figure 17-

c. It’s computed from the initial mask (Figure 17-a) using 

Euclidian distance. By convention [23], the contour 
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    0,,,  yxyxC  is defined as the intersection 

between a plane at the 0 level of   as depicted in Figure 17-

b. The moving interface or the contour C  divides    into 

two open subsets, where 0 inside C  and 0

outside. In our work we choose   as an image with real 

values because we need to compute distances from the curve 

so that the distance function is positive outside C and 

negative inside. 

 

 

 

 

                                                               

 

 Define curves Narrowband 

The first disadvantage of the level set method is time. It 

requires a lot of time to make    change. The solution to this 

problem is the narrow band approach. The narrow-band 

algorithm reduces the computation time by restricting the 

updates to a band of grid points that lies near the level set 

[19]. Figure 18 gives an example of curves narrow band in 

which the level curve passes through a set of cells. Only the 

cells in a neighborhood of the level curve involve their 

evolution. 

 

 

 

 

Fig 18: A level curve passes through a set of cells. 

 

 

 

In our work we define the curves narrow band by the equation 

(13): 

        131,0,1,0,,,  mjniji
nB

C 

Where  ji,  is defined as pixel coordinates and  mn,  the 

height and width of . 

 

 

 

 

 

 

 

 

                                                       

 

 

 Computing the average value of an image inside 

and outside C 

We note the average values of an image inside and outside the 

curve C  by in and out , respectively: 
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:inp Number of elements of inF . 

:outp Number of elements of outF . 

 

X 

Y 

Fig  17: First contour generation.  (a) Initial mask. (b) First contour C . (c) Signed Distance Function 

generated from initial mask. 

 

(a)                                                                      (b)                                                                 (c) 
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 Computing Force from an image 

We used Chan-Vese energy expression to compute the force F 

from the image I. The well known expression of Chan-Vese 

energy is given by equation (15): 

     15
22

  
outsideC

outI
insideC

inIE 

 

Or, 

 EF
   

   22
outIinIF  

 

 Computing force from a curvature 

In order to compute the curvature we adopted kappa equation 

which is defined by the following equation [20]: 

 16

2

3

22

2*2*2








 








 



yx

xyyxxxyyyx
curvature





Where,  

2
2













xx


  ,

2
2














yy


, 

















 2

2

x
xx



,
















 2

2

y
yy



 ,


















xyxy


2

 

In order to approximate each of the derivatives of   

according to x and y, we use the central difference 

approximation given by equation (17).The point  yxP , and 

their eight neighbor points named

 downleftdownrightupleftuprightrightleftdownup PPPPPPPP ,,,,,,,
 

are defined in Figure 19. 

)()(
right

P
left

Px  
 

)()( upP
down

Py    

 17)(2)( 







right
PP

left
Pxx   

 upPP
down

Pyy   )(2)(
 


















upleft
P

downright
P

upright
P

downleft
Pxy





*25.0*25.0

)(*25.0)(*25.0

 

1X

X

Y

Y

X1X

1Y

1Y

P

downrightPdownP

upleftP upP
uprightP

rightPleftP

downleftP

 

Fig 19: Central difference approximation scheme. 

 Evolvement of the curve 

The value of  after a small time interval t was 

approximated by the first-order Taylor expansion given 

by equation (18):  

       18,,*,, tyxttttyx  

 

Where:  

          
F

Fcurvaturet max
* 

  

        
   


t

t
max

1

 

t is defined by gradient descent and t  is the time step. 

The two parameters   and  are defined respectively by the 

weight of a smoothing term and a coefficient to satisfy 

Courant, Friedrichs, Lewy (CFL) condition.  

The CFL condition is a necessary condition for convergence 

while solving certain partial differential equations [21]. If this 

condition is not respected we will produce an incorrect 

contour as shown in Figure 20.  

 

 

 

 

(a) (b) 

 
Fig 20: Influence of CFL condition in contour accuracy. (a) 

CFL condition respected. (b) CFL condition not respected 
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 Maintaining a smooth condition of   

In order to keep SDF smooth we used the Sussman function 

[22] defined by equation (19):  

     19,,,

1

,

N

jiji

N

ji

N

ji GtS  

 

Where, 

 
 22

,

2

,
,









ji

ji
jiS

 

 

          
          

















 



otherwise  0

0 if 1 - ,max,max

0 if 1 - ,maxB,Amax

2222

222-2

, 







 DCBA

DC

G N

ji

 

  AA
 
is a matrix that has the positive as well as the 

negative values of A and zero otherwise.  

Note_: The other matrix (B, C and D) are manipulated in the 

same way. 

 1..01..0,,,1,   mjandniaA jijiji 

 1..01..0,,,,1   mjandnibB jijiji 

 1..01..0,,1,,   mjandnicC jijiji 

 1..01..0,,,1,   mjandnidD jijiji 
 

 

4. EXPERIMENTAL RESULTS 

In our algorithm we used a set of parameters to achieve the 

pupil boundary localization. The parameter used to limit the 

narrow band border was chosen to , the smoothing parameter , 

the radius of the largest pupil  =75 in the iris database V 3.0 

[12], number of image  and the number of N_iteration =15 is 

fixed taking into account the smallest and the largest pupil. 

These parameters are selected empirically based on the best 

results of pupil accuracy. We use the eye image in Figure 1 to 

demonstrate step by step the evolution of the active contour of 

our method as shown in Figure 21. 

In our experiments, we used Matlab 7.9.0 and a computer 

with a 3 GHz CPU and 1024 Mo of RAM. The CASIA iris 

image database V3.0 and V1.0 are also used to assess our 

work. The iris image data base V3.0 includes 2655 each with 

a size of 280*320.  

We take into consideration two important metrics: time 

computing and accuracy to compare between the three 

methods: our method, GVF active contour and integro-

differential operator. 

     Table 1 displays the performance of our method of pupil 

segmentation using CASIA iris image database V1 without 

corneal reflection removal method because the region of the 

pupil is artificially filled. Figure 22 shows some samples of 

detected pupils from CASIA iris image database V1.0. 

     Table 2 shows the performance of the three algorithms: 

GVF active contour, integro-differential operator and our 

method using CASIA iris database V3.0. From this table we 

can deduce that our method gives better matches in terms of 

accuracy and time computing. Figure 23 shows an example of 

detected pupils (using a blurred, occluded... iris images) from 

CASIA iris image database V3.0. 

Table 2 shows the performance of the three algorithms: GVF 

active contour, integro-differential operator and our method 

using CASIA iris database V3.0. From this table we can 

deduce that our method gives better matches in terms of 

accuracy and time computing. Figure 22 shows an example of 

detected pupils from CASIA iris image database V3.0. 

 

 

 

 

 

 
 

 

 

 

 

 

      

 

 

 

 

 

 

Table 1. Pupil segmentation results for Casia-V1 database 

using our method without corneal reflection removal 

 Images 

number 

Correct Accuracy 

CASIA 

V1.0 

756 756 100% 

           

 

Fig 21: Scenario of pupil boundary localization using active  

contour without edges 
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Table 2. Pupil segmentation accuracy and time of the proposed method using Casia V3.0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

            

Method 

Accuracy 

(%) 

Mean 

Time 

(s) 

Min. 

Time 

(s) 

Max. 

Time 

(s) 

Daugman [10] 95.10 0.78 0.62 0.81 

GVF active 

contour [10 ] 

96.86 0.58 0.40 0.84 

Proposed 

method 

99.62 0.33 0.30 0.44 

Fig 23: Samples of detected Pupil from CASIA V3.0 

 

Fig 22: Samples of detected Pupil from CASIAV1.0 
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5. CONCLUSION 
Among the biometrics approaches, the iris recognition is 

known as a good identification system for its high reliability 

and non evasiveness. In this paper we proposed a novel 

method for pupil detection used in iris recognition based on 

Level set method. The first step in our approach is corneal 

reflection removal, which is useful to eliminate the sources of 

noise in order to avoid errors in the segmentation stage. This 

task was achieved in three steps: Image gradient using a white 

Top-hat, image cleaning and filling corneal reflection points. 

Then, comes the mask generation stages. This step is 

efficiently addressed by thresholding and two complement 

morphological operator closing and opening. Third we 

precised the pupil boundary localization using namely an 

active contour without edges. This method is based on the 

level set technique to deform an initial curve so that it 

separates the foreground from the background based on the 

means of the two regions. This kind of active contour is very 

robust to initialization. The proposed method was tested and 

evaluated using CASIA V3.0 and V1.0 databases. Some 

examples were presented to illustrate the results. In this study 

we compared between three algorithms Daugman, GVF active 

contour and our approach used for pupil localization. We 

proved that our method seems to be the fastest and the most 

accurate compared to those found in literature with an 

accuracy rates that might reach 100% for CASIA iris image 

data base V1.0 and   99.62% for CASIA iris image data base 

V3.0. 
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