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ABSTRACT 

Content based image retrieval from large database has become 

an area of wide interest nowadays in many applications. 
Content-based image retrieval (CBIR) technique use image 

content to search and retrieve digital images.  Content-based 

image retrieval (CBIR) is an important research area for 

manipulating large amount of image databases. In this paper the 

analysis work is done for finding the spatial features and 

collects them into a frame to view all the spatial features and 

the scope of implementing these features into the image 

retrieval. The commercial image search engines available as on 

date are: QBIC, VisualSeek, Virage, Netra, PicSOM, FIRE, 

AltaVista, etc. Region-Based Image Retrieval (RBIR) is a 

promising extension of CBIR.  

The shape and spatial features are quite simple to derive and 

effective, and can be extracted in real time. Our analysis is able 

to propose a system that has the advantage of increasing the 

retrieval accuracy and decreasing the retrieval time. 
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1. INTRODUCTION 
CBIR is the sub problem of content based retrieval (CBR) it is 

necessary to develop power tools for retrieving images from the 

web where the number and size of digital image is growing fast. 

In addition, CBIR is also the key technology for improving the 

interface between user and computer. 

CBIR is a technique used for retrieving similar images from 

image database. It uses various features of image to matching 

the query image to database images. 

Content Based Image Retrieval (CBIR) is a technique which 

uses visual contents, normally called as features, such as shape, 

color, texture, edge, etc. to search images from large scale 

image databases according to users’ requests in the form of a 

query image. Content based retrieval of visual data requires a 

paradigm that differs significantly from both traditional 

databases and text based image understanding systems. The 

challenge in CBIR is to develop the methods that will increase 

the retrieval accuracy and reduce the retrieval time. The CBIR 

technology has been used in several applications such as 

fingerprint identification, biodiversity information systems, 

digital libraries, crime prevention, medicine, historical research. 

This paper is exploring the features of image which can be used 

for the similarity measurements. The work is done till the 

feature selection area. Our emphasis is to the exploring the 

maximum features and find the important relevant features, 

contributing in effective image retrieval. 

Features can be classified mainly into 3 categories: spatial, 

spectral and frequency. 

The main emphasis of this paper is to analysis of the spatial 

features. Section 2 will explore the Feature Extraction 

categories and sub categories of spatial features. Section 3 

consist the result and section 4 states our conclusion and future 

work. 

Content based image retrieval system consists of following 

modules:  

1. Feature Extraction: In this module the features of interest are 

calculated for image database. This step is done in offline 

manner.  

2. Feature extraction of query image: This module calculates 

the feature of the query image. Query image can be a part of 

image database or it may not be a part of image database. This 

is online calculation.  

3. Similarity measure: This module compares the feature 

database of the existing images with the query image on basis 

of the similarity measure of the interest.  

4. Retrieval and Result: This module will display the matching 

images to the user based on threshold value of similarity 

measure.   

2. FEATURE EXTRACTION 

Mapping the image pixels into the feature space is known as 

feature extraction. Extracted features are used to represent 

images for searching, indexing and browsing images in an 

image database. Feature extraction is a means of extracting 

compact but semantically valuable information from images. 

This information is used as a signature for the image. Similar 

images should have similar signatures. Feature extraction of the 

image in the database is typically conducted off-line so 

computation complexity is not a significant issue. This section 

introduces spatial features: texture, shape, and color, size and 

Edge density which are used most often to extract the features 

of an image. 

 

2.1 Color 
One of the most important features visually recognized by    

humans in images is color. Humans tend to distinguish images 

based mostly on color features. Because of this, color features 

are the most widely used in CBIR systems and the most studied 

in literature. Color is a powerful descriptor that simplifies 

object identification, and is one of the most frequently used 

visual features for content-based image retrieval. To extract the 

color features from the content of an image, a proper color 

space and an effective color descriptor have to be determined.  
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2.1.1 Color Histogram 
A histogram is the distribution of the number of pixels for an 

image. The number of elements in a histogram depends on the 

number of bits in each pixel of an image. If we consider a pixel 

depth of n bit,   -1 and the histogram will have    elements the 

histogram based image retrieval consists of two techniques: 

Global Color Histograms (GCH) and Local Color Histograms 

(LCH). The GCH represents images with single histogram. First 

the GCHs of database images are computed and stored them in 

a database. Then the GCH of the query image is computed. The 

Euclidian distance metrics is used to measure the similarity 

between the query image and the database images. In order to 

identify the relevant images a fixed threshold is used. In case of 

LCH, images are divided into fixed blocks of size 8x8. For each 

block, its color histogram is obtained. The same procedure 

followed for GCH is applied for identifying the relevant 

images. 

 

2.1.2 Color Moments 

Images are differentiating by the measurement ‘Color Moment’ 

based on the color features. There are four color moments are 

defined: 
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Where Xij is the pixel value of the ith row and jth column 

2.1.3 Color coherent vector 
We define a color's coherence as the degree to which pixels of 

that color are members of large similarly-colored regions. We 

refer to these significant regions as coherent regions, and 

observe that they are of significant importance in characterizing 

images. Color histogram does not consider the spatial 

information of pixels. Color coherent vector addresses this 

problem. In CCV each histogram bin is partitioned into two 

types: coherent and incoherent. Pixel value belongs to a large 

informally colored region falls into coherent type. Otherwise it 

falls into incoherent type. 

2.2 Texture 
A variety of techniques has been used for measuring texture 

similarity; the best-established rely on comparing values of 

what are known as second-order statistics calculated from query 

and stored images. Essentially, these calculate the relative 

brightness of selected pairs of pixels from each image. From 

these it is possible to calculate measures of image texture such 

as the degree of contrast, coarseness, homogeneity and 

regularity [Tamura et al, 1978], or periodicity, correlation and 

entropy [Liu and Picard, 1996].Features derived from this 

approach include moments such as mean, standard deviation, 

average energy, entropy, skewness and kurtosis.             
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Tamura: Tamura et al took the approach of devising texture 

features that correspond to human visual perception. 

Coarseness has a direct relationship to scale and repetition 

rates. The coarseness measure is then the average of Sopt(x, y) = 

2kopt over the picture. 

Coarseness 

Fcrs   = 
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Contrast aims to capture the dynamic range of grey levels in an 

image, together with the polarization of the distribution of black 

and white. 

Contrast     
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Where the kurtosis α4 = μ4/σ4, μ4 is the fourth moment about 
the mean, and σ2 is the variance 

Directionality is a global property over a region. A histogram, 

hd, of edge probabilities is then built up by counting all points 

with magnitude greater than a threshold and quantizing by the 

edge angle. The histogram will reflect the degree of 

directionality. 
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2.3 Shape 

Shape may be defined as the characteristic surface 

configuration of an object; an outline or contour. It permits an 

object to be distinguished from its surroundings by its outline 

[15].Two main types of shape feature are commonly used – 

global features such as aspect ratio, circularity and moment 

invariants [Niblack et al, 1993] and local features such as sets 

of consecutive boundary segments [Mehrotra and Gary, 1995]. 

Aspect ratio is the ratio of the width and height of the shape. 

Aspect ratio= Width: height 
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In Local features Gradient vector flow is another measurement. 

Gradient vector flow (GVF) is a static external force used in 

active contour method. The external force field is referred to as 

the GVF field. The GVF field V(x, y) is a vector field given by  
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2.4 Edge Density 
Edge Histogram Descriptor (EHD) captures the spatial 

distribution of edges like the color layout descriptor does by 

capturing colors. It is useful in image matching when the 

texture is not homogeneous. 
 

2.4.1 Edge histogram descriptor 

The edge histogram descriptor (EHD) represents the local edge 

distribution by dividing image space into 4×4 sub images and 

representing the local distribution of each sub image by a 

histogram. An Edge detector is applied to each of the fixed 

number of block, treating them as 2x2 pixel image. Pixel 

intensities for 2x2 blocks are computed by taking the average 

intensity values of the underlying pixel of the image block. 

Edge detector mask are shown in figure. 
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2.4.1.1 Vertical 

 

 

 

2.4.1.2 Horizontal 

 

 

 

2.4.1.3 45⁰ Diagonal 

 

 

2.4.1.4 135⁰ Diagonal 

 

 

2.4.1.5 Isotropic 

                                                  

 2.5 Size  
The size of the images measures in dimensions. This is another 

feature by which we can extract the same size of images we can 

find the image by particular size. 

 

3. RESULT 
We selected the 300 images to create image database on the 

domain of archeology. In order to select the appropriate feature 

from the list of the features we apply the PCA (Principal 

Component Analysis) on the Query image. And get the Eigen 

values and cumulative variance percentage values. After 

reducing the feature set, we got the reduced feature set. These 

features are selected features, used in CBIR system to retrieve 

the image. 

 

 
Fig 1: Query Image 

 
Fig 2:  Feature Values 

 
Fig 3: Reduced Set of Features 

 
Fig 4:  Snapshot of Image Database 
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4. CONCLUSION AND FUTURE WORK 
In this paper we have explored all the feature set in spatial 

domain of CBIR system. We have seen in previous work that 

the performance is based on color, texture only and 

combination of color and texture.  In this analysis we found that 

the results of image retrieval using the individual feature color 

or texture are not as good as using combining these features. 

After combining the important sub features of color, texture and 

shape, the result is improved and the efficiency of image 

retrieval is better.PCA is used which helped in feature selection. 

The final result is reduced set of features which is the set of 

selected features. These reduced features can be used for image 

retrieval and give the better performance. 

There are two other domains to extract the features. These 

domains are spectral and frequency domain. In future the 

features can be extracted using spectral and frequency domain 

and can extract the image by combining all the domains. 
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