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ABSTRACT 

This paper is a contribution to the mathematical modeling of 
an important element in Ad hoc networks: Hello message. A 
queuing system is introduced to model the hello message 
receptions at given node. Here, the customers are the Hello 

messages and the service is defined as the processing of these 
messages. The modeling in question allows us to study the 
maximum waiting time of Hello messages before their 
treatment in the reception node. Under the hypothesis that 
Hello messages arrive according to a Poisson process and by 
using the theory of random walks, we obtain the closed form 
expression of the maximum waiting time. We validate our 
approach by the simulation study. 
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Recognition, Security, Algorithms et. al. 
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1. INTRODUCTION 
Mobile Ad Hoc Networks (MANETs) are emerged as a 
category of wireless networks which use the radio links and 
are able to function with self-organizing and self-configuring 
and without a fixed infrastructure [1]. The utility of the 
infrastructure in the wireless networks with infrastructure is 
replaced by the control messages called “Hello messages” in 
the Ad hoc networks. Under the assumption that these control 

messages indicate a reliable communication with a source, it 
is possible to determine the paths. 

The basic protocol, which proposes the use of these messages 
to maintain the connectivity, is initially described in OSPF 
(Open Shortest Path First) [2]. The nodes transmit regularly 
the Hello messages to indicate their presences to their 
neighborhood. The Hello messages play a very important role 
in the data transmission between the Ad hoc nodes and also in 
their localization [3]-[4]. 

Many aspects of Ad hoc networks have been studied or are 
under investigation by the international research community. 
For example in [5], the authors give a survey in which they 
show how the messages can be efficiently disseminated in 

different types of MANETs. In [3], the authors proof that the 
effectiveness of routing protocols using the Hello messages 
depends on the size of these messages, the transmission 
frequency and on the lifetime of an entry in the routing table. 
These criteria are very important but little research has been 
directed in this way. Study of the recent literature reveals that 
an exact mathematical modeling of Ad hoc networks is also 

gaining attention [6]-[10]. Some interesting situations in Ad 
hoc networks (link connectivity maintenance, Hello protocols) 
are discussed in [11]-[12]. 

This paper is a contribution to the mathematical modeling of 
an important characteristic of Ad hoc networks: Hello 
message. We focus on the distribution of the maximum 
waiting time of a Hello message. We have to model the 
reception of Hello messages by an Ad hoc node as a queuing 
system where the customers are the hello messages and the 
service is defined as the treatment of these messages by the 
reception node. By using the random walk theory, we find the 

distribution of the maximum waiting time. Our results can be 
used to determine the TTL (Time to Live) of an entry in the 
routing table or to adapt the transmission frequency of Hello 
messages. 

The paper is organized as follows: In section 2, we present a 
mathematical modeling of the reception of a Hello message as 
a queueing system. Section 3 is devoted to analyze the 
maximum waiting time distribution. To validate our approach, 
some simulation results (performed under NS-2) are obtained 
and compared with the analytic ones. Concluding remarks are 
given in section 4. 

2. MATHEMATICAL MODELING 

2.1 Notations and some renewal relations 

Let  
1kk  be the sequence of independent and 

identically distributed random variables. Consider 
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2.2 Factorization methods 
The methods in question provide the possibility to find the 
characteristic function of the joint distribution of the random 

variables   and  . They allow also a factorization of the 

characteristic function  z1  when 1z  and 

0Im   (  is a real number). From [13], we have the 

following results: 

Theorem 1 [13] 

When 1z  and 0Im  , we have 
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Here,     1


iCiC zz . 

Note that the function  
zC  (  

zC )  is analytic when 

0Im   (   0Im  ), and continuous and bounded 

when 0Im   ( 0Im  ). 

Theorem 2 [13] 

The characteristic function of the random 

variable  ,0maxS is given by 
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For the application purposes, it is interesting to know the 

distribution of the random variable  ,0maxS . 

Moreover, it is possible to establish the relation between the 

distribution of S with that of   and   as well as with the 

factorization components of the function  z1 . To 

this end, consider the expression (1). When 1z , one 

obtains  
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where 1p . 

In the case of exponential distribution of the random variable 

1  (the distribution of   does not depend on the 

distribution of  ), 
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Moreover, we have the following distribution of the 
considered random variable S: 
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The probability p can be obtained with the help of (3) and (5): 
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where 0  is the unique positive solution of the equation 

1
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
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
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2.3   Queuing model 
We consider a single server queuing system with infinite 
waiting space. Here, the server is a particular node and the 
customers are Hello messages arriving to this node. Suppose 

that Hello messages arrive by time intervals ,..., 21 WW  (the 

first message arrives at time 0, the second after 1W , etc.). The 

sequence  nW  contains the independent and identically 

distributed (according to an exponential law  exp , in 

occurrence) random variables. On the arrival of the n-th Hello 

message, the duration of connectivity with the transmitter 

node is nD . We consider this duration as the “service life” of 

the n-th Hello message. If at the time of arrival of this 
message, the node is occupied by the “service” of another 
Hello message (coming from another node), the Hello 
message in question is placed in “waiting”. We seek the 

distribution of the waiting time 
n

T  of the n-th Hello message. 

The “waiting time” of the (n+1)-th Hello message is equal to 

3. APPLICATION  
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the distribution of the random variable S (described in section 
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The sequence  
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is exponential one: 0,
1






  xxexWP  , 

      ,

0 0

1

111

 
 















 









 





 

xe
D

eEy
D

dF
y

exeyxWPy
D

dF

xWDPxP






 

0 , 0x ,  y
D

F  is the distribution function of the 
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Theorem 3 

Let 
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and the distribution of maximum waiting time of a Hello 
message is: 
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   pP  10 .                                                               (10) 

Proof The proof is based on the factorization methods (see 
section 2.2, in particular the expressions (4) and (6)).                                                                   

If the distribution of 
n

D  is also exponential with rate  , we 

have 
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Corollaire  

For the random variable  (or T), if the sequence  
n

W (as 

well as the sequence  
n

D ) is exponential with rate   (with 

rate ) and under the condition that 0
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maximum waiting time of a Hello message is: 
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
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
 10P .                                                        (11) 

To validate our study, we have implemented a simulation 
program in C++. For the following values of parameters: 
duration of the simulation Tmax=100s, µ=2, λ=1, we have 
constructed two curves: one of which corresponds to the 
analytic solution (obtained with the help of (10)-(11)) and the 

second represents the simulation outcomes (see figure 1). It is 
easy to see that the two curves coincide, in particular for time 
t<0.34. From the point t=0.34, the difference appears more 
perceptibly. This may be due to the fact that we have omitted 
the clustering and the size of the network as well as we have 
not put a limit on the queue. 

 

 

 

Fig 1:  Comparison 

 

4. CONCLUDING REMARKS 
Ad hoc networks, composed of wireless mobile nodes, can 
freely and dynamically self-organize and are without pre-

existing infrastructure. In these communication systems, 
maintaining of the connectivity is a very big problem for 
which Hello messages are a solution. 

In this work, we modeled the arrival of the Hello messages at 
a node as a random walk. By using the approach developed by 
Borovkov (1978), we obtained the exact expression of the 
waiting time distribution of a Hello message before its 
treatment by the reception node. With the help of this result, it 
is possible to calculate the TTL (Time To Live) of a message 
and the interval Hello (two essential parameters in the routing 
protocols). 
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