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ABSTRACT
The theme of the work presented here is performance comparison of gradient mask texture based image retrieval techniques using global and local hybrid wavelet transforms generated from the combination of Walsh, Haar and Kekre transforms. Ternary image maps of Prewitt/Robert/Sobel filtered images are compared with ‘64-pattern’ texture set generated using local and global hybrid wavelet transforms for matching number of ones, minus ones & zeros per texture pattern. The proposed content based image retrieval (CBIR) techniques are tested on a generic image database having 1000 images spread across 11 categories. For each proposed CBIR technique 55 queries (randomly selected 5 per image category) are fired on the image database. To compare the performance of image retrieval techniques average precision and recall of all the queries per image retrieval technique are computed. In the discussed image retrieval methods, the ‘64-pattern’ shape texture generated using Haar-Walsh (HW) global hybrid wavelet transform matrix with Sobel as gradient operator gives the highest crossover point of precision and recall indicating better performance.
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1. INTRODUCTION
Today the information technology experts are facing technical challenges to store/transmit and index/manage image data effectively to make easy access to the image collections of tremendous size being generated due to large numbers of images generated from a variety of sources (digital camera, digital video, scanner, the internet etc.). The storage and transmission is taken care of by image compression [10,13,14]. The image indexing is studied in the perspective of image database [11,15,16,19,20] as one of the promising and important research area for researchers from disciplines like computer vision, image processing and database areas. The hunger of superior and quicker image retrieval techniques is increasing day by day. The significant applications for CBIR technology could be listed as art galleries [21,23], museums, archaeology [12], architecture design [17,22], geographic information systems [14], weather forecast [14,31], medical imaging [14,27], trademark databases [30,32], criminal investigations [33,34], image search on the Internet [18,28,29].

1.1 Content Based Image Retrieval
For the first time Kato et all [13] described the experiments of automatic retrieval of images from a database by colour and shape feature using the terminology content based image retrieval (CBIR). The typical CBIR system performs two major tasks [25,26] as feature extraction (FE), where a set of features called feature vector is generated to accurately represent the content of each image in the database and similarity measurement (SM), where a distance between the query image and each image in the database using their feature vectors is used to retrieve the top “closest” images [25,26,35].

For feature extraction in CBIR there are mainly two approaches [14] feature extraction in spatial domain and feature extraction in transform domain. The feature extraction in spatial domain includes the CBIR techniques based on histograms [14], BTC [10,11,25], VQ [30,34,35]. The transform domain methods are widely used in image compression, as they give high energy compaction in transformed image [26,33]. So it is obvious to use images in transformed domain for feature extraction in CBIR [32]. But taking transform of image is time consuming. Spatial feature based CBIR methods are given in [36] as mask-shape CBIR and mask-shape BTC CBIR. The proposed CBIR methods are further attempting to improve the performance of these shape based image retrieval with help of shape texture patterns. Here the query execution time is further reduced by decreasing the feature vector size further and making it independent of image size unlike the colour averaging [7,8,9] based CBIR techniques which are dependent on the size of the image. Many current CBIR systems use the Euclidean distance [10-12,17-23] on the extracted feature set as a similarity measure. The Direct Euclidian Distance between image P and query image Q can be given as equation 1, where Vpi and Vqi are the feature vectors of image P and Query image Q respectively with size ‘n’.

\[ ED = \sqrt{\sum_{i=1}^{n} (V_{pi} - V_{qi})^2} \] (1)
2. EDGE DETECTION MASKS

Edge detection is a very important in image analysis. As the edges give idea about the shapes of objects present in the image so they are useful for segmentation, registration, and identification of objects in a scene. An edge is a jump in intensity. An ideal edge is a discontinuity (i.e., a ramp with an infinite slope). The first derivative assumes a local maximum at an edge. The various gradient operators [19] used for edge extraction are Prewitt, Roberts and Sobel. Sobel Operator is a discrete differentiation operator, computing an approximation of the gradient of the image intensity function. The Sobel operator is based on convolving the image with a small, separable, and integer valued filter in horizontal and vertical direction and is therefore relatively inexpensive in terms of computations. The Sobel mask can be depicted as shown in equation 2 and 3.

\[
G_x = \begin{bmatrix}
  1 & 0 & -1 \\
  2 & 0 & -2 \\
  1 & 0 & -1
\end{bmatrix}
\]

\[
G_y = \begin{bmatrix}
  1 & 0 & -1 \\
  2 & 0 & -2 \\
  1 & 0 & -1
\end{bmatrix}
\]

Prewitt edge detector is an appropriate way to estimate the magnitude and orientation of an edge. The Prewitt mask can be defined as given in equations 4 and 5.

\[
G_x = \begin{bmatrix}
  -1 & -1 & -1 \\
  0 & 0 & 0 \\
  1 & 1 & 1
\end{bmatrix}
\]

\[
G_y = \begin{bmatrix}
  -1 & 0 & 1 \\
  -1 & 0 & 1 \\
  -1 & 0 & 1
\end{bmatrix}
\]

Equations 6 and 7 show the Roberts gradient operators. It is used to detect edges applying a horizontal and vertical filter in sequence.

\[
G_x = \begin{bmatrix}
  1 & 0 \\
  0 & -1
\end{bmatrix}
\]

\[
G_y = \begin{bmatrix}
  0 & 1 \\
  -1 & 0
\end{bmatrix}
\]

3. SLOPE MAGNITUDE METHOD

The problem with edge extraction using gradient operators is detection of edges in only either horizontal or vertical directions. Shape feature extraction in image retrieval requires the extracted edges to be connected in order to reflect the boundaries of objects present in the image. Slope magnitude method is used along with the gradient operators (Prewitt, Roberts & Sobel) to extract the shape features [6] in form of connected boundaries. The process of applying the slope magnitude method is given as follows. First one needs to convolve the original image with the Gx mask to get the x gradient and Gy mask to get the y gradient of the image. Then the individual squares of both are taken. Finally the two squared terms are added and square root of this sum is taken as given in equation 8.

\[
G = \sqrt{G_x^2 + G_y^2}
\]

For the sample image shown in Figure 1(a), the shape features extracted using the gradient operators Prewitt, Robert and Sobel are respectively shown in Figures 1(b), 1(c) and 1(d).

4. GENERATION OF HYBRID WAVELET TRANSFORM

The hybrid wavelet transform [42] matrix of size NxN (say ‘T_AH’) can be generated from two orthogonal transform matrices [38,42] (say A and B respectively with sizes pxp and qxq, where \( N=p\times q=pq \)) as given by Figures 2 and 3. Here first ‘q’ number of rows of the hybrid wavelet transform matrix are calculated as the product of each element of first row of the orthogonal transform A with each of the columns of the orthogonal transform B. For next ‘q’ number of rows of hybrid wavelet transform matrix the second row of the orthogonal transform matrix A is shift rotated after being appended with zeros as shown in Figure 3. Similarly the other rows of hybrid wavelet transform matrix are generated (as set of q rows each time for each of the ‘p-1’ rows of orthogonal transform matrix A starting from second row up to last row).

\[
A = \begin{bmatrix}
  a_{11} & a_{12} & \cdots & a_{1p} \\
  a_{21} & a_{22} & \cdots & a_{2p} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{p1} & a_{p2} & \cdots & a_{pp}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
  b_{11} & b_{12} & \cdots & b_{1q} \\
  b_{21} & b_{22} & \cdots & b_{2q} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{q1} & b_{q2} & \cdots & b_{qq}
\end{bmatrix}
\]

Figure 2: Orthogonal Transform Matrices
### 4.1 Generation of Global Hybrid Wavelet Transform

To generate ‘64-pattern’ texture set, 8x8 hybrid wavelet transform is required. To generate a global hybrid wavelet transform of size 8x8, two orthogonal transform matrices $A$ of size 2x2 and $B$ of size 4x4 are required i.e. $p=2$, $q=4$ thus $N=p\times q=8$. In this paper we have considered the combinations of Walsh, Haar and Kekre transform [1,37] matrices to generate 9 global hybrid transforms as Haar-Haar, Haar-Kekre, Haar-Walsh, Kekre-Haar, Kekre-Kekre and so on. However, since the 2x2 matrix is same for Haar and Walsh is same, the global hybrid wavelet transforms Haar-Haar & Walsh-Walsh, Haar-Kekre & Walsh-Kekre and Haar-Walsh & Walsh-Walsh turn out to be same. Thus we consider only six global hybrid wavelet transforms as Haar-Haar (HH-Global), Haar-Kekre (HK-Global), Haar-Walsh (HW-Global), Kekre-Haar (KH-Global), Kekre-Kekre (KK-Global) and Kekre-Walsh (KW-Global). Figures 4(a), 4(b) and 4(c) show 2x2 Haar transform, 4x4 Walsh transform and 4x4 Kekre transform respectively. HW-Global and HK-Global hybrid wavelet transforms are shown in Figures 5(a) and 5(b) respectively.

### 4.2 Generation of Local Hybrid Wavelet Transform

To generate ‘64-pattern’ texture set, 8x8 hybrid wavelet transform is required. To generate a local hybrid wavelet transform of size 8x8, two orthogonal transform matrices $A$ of size 4x4 and $B$ of size 2x2 are required i.e. $p=4$, $q=2$ thus $N=p\times q=8$. In this paper we have considered the combinations of Walsh, Haar and Kekre transform [1,37] matrices to generate 9 local hybrid transforms as Haar-Haar, Haar-Kekre, Haar-Walsh, Kekre-Haar, Kekre-Kekre and so on. However, since the 2x2 matrix is same for Haar and Walsh is same, the local hybrid wavelet transforms Haar-Haar & Walsh-Walsh, Kekre-Haar & Kekre-Keke and Walsh-Haar & Walsh-Walsh turn out to be same. Thus we consider only six local hybrid wavelet transforms as Haar-Kekre (HK-Local), Haar-Walsh (HW-Local), Kekre-Kekre (KK-Local), Kekre-Walsh (KW-Local) and Walsh-Walsh (WW-Local). Figures 6(a), 6(b) and 6(c) show 2x2 Walsh transform, 2x2 Kekre transform and 4x4 Haar transform respectively. HW-Local and HK-Local hybrid wavelet transforms are shown in Figures 7(a) and 7(b) respectively.
5. TEXTURE PATTERN GENERATION

To generate \( N^2 \) texture patterns \([1,2,3,4,6]\) \((N^2\text{-pattern})\), \(N \times N\) hybrid wavelet transform matrix is considered and the element wise multiplication of each row of the transform matrix is taken with all possible rows of the same matrix (consideration of one row at a time gives one pattern). If a pixel value of a texture pattern is greater than zero then corresponding pixel value of the texture pattern is considered equal to ‘one’, the values that are less than zero are considered equal to ‘minus one’ and the remaining values are considered equal to ‘zero’. The texture patterns obtained are orthogonal in nature. The first sixteen texture patterns of the ‘64-pattern’ texture set generated using global and local hybrid wavelet transforms above are shown in Figures 8 and 9 respectively. Here black represents ‘1’, gray represents ‘0’ and white represents ‘-1’.

5.1. Generation of ternary image maps

Image maps \([1,2,3,4,6]\) of color image are generated using three independent red (R), green (G) and blue (B) components of Prewitt/Robert/Sobel filter in independent red (R), green (G) and blue (B) components of color image in RGB space. Here for each color plane ternary image maps \([1,2,3,4,6]\) are computed \((TMr, TMg and TMb)\) which are given by the equations 9, 10 and 11. If a pixel value of respective color component is greater than 85, the corresponding pixel position of the image map gets a value ‘one’; else if the pixel value is less than 85, the corresponding pixel position of the image map gets a value ‘minus one’; otherwise it gets a value ‘zero’.

\[
TMr(i,j) = \begin{cases} 
1, & \text{if } R(i,j) > 170 \\
0, & \text{if } 85 < R(i,j) < 170 \\
-1, & \text{if } R(i,j) < 85 
\end{cases}
\]

\[
TMg(i,j) = \begin{cases} 
1, & \text{if } G(i,j) > 170 \\
0, & \text{if } 85 < G(i,j) < 170 \\
-1, & \text{if } G(i,j) < 85 
\end{cases}
\]

\[
TMb(i,j) = \begin{cases} 
1, & \text{if } B(i,j) > 170 \\
0, & \text{if } 85 < B(i,j) < 170 \\
-1, & \text{if } B(i,j) < 85 
\end{cases}
\]
7. PROPOSED CBIR METHODS

In the proposed gradient shape texture based CBIR methods, the shape feature of the image is extracted using the three gradient mask operators Prewitt, Robert and Sobel. Then the ternary image map of the shape feature is generated using the modified BTC technique as described above. The ternary image map thus obtained is compared with the ‘64-pattern’ texture set generated using global and local hybrid wavelet transforms to produce the feature vector as the matching number of ones, minus ones and zeros per texture pattern. The size of the feature vector (FV) of the image is given by equation 12.

\[
FV \text{ size} = s*p*(\text{no. of considered texture-pattern})
\]

Where, \( s=3 \) for ternary maps & \( p=3 \) for no. of color planes

In all total thirty six variations of proposed CBIR method are possible using three different gradient operators in association with six global and six local hybrid wavelet transforms for ‘64-pattern’ texture set. The main advantage of proposed CBIR methods is that the feature vector size is independent of image size unlike the color averaging [7,8,9,40] and vector quantization [41] based CBIR. Moreover the time complexity for query execution in the proposed CBIR methods is reduced due to reduction in size of feature vector resulting into faster image retrieval with better performance.

8. IMPLEMENTATION

The implementation of the discussed CBIR techniques is done in MATLAB 7.0 using a computer with Intel Core 2 Duo Processor T8100 (2.1GHz) and 2 GB RAM. The CBIR techniques are tested on the Wang image database [24] of 1000 variable size images spread across 11 categories of human being, animals, natural scenery and manmade things, etc. The categories and distribution of the images is shown in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Tribes</th>
<th>Buses</th>
<th>Beaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images</td>
<td>85</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Horses</th>
<th>Mountains</th>
<th>Airplanes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images</td>
<td>99</td>
<td>61</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Dinosaurs</th>
<th>Elephants</th>
<th>Roses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Monuments</th>
<th>Sunrise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images</td>
<td>99</td>
<td>61</td>
</tr>
</tbody>
</table>

To assess the retrieval effectiveness, we have used the precision and recall as statistical comparison parameters [10,11] for the proposed CBIR techniques. The standard definitions for these two measures are given by the equations 13 and 14.

\[
\text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of images retrieved}} \quad (13)
\]

\[
\text{Recall} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of relevant images in database}} \quad (14)
\]

9. RESULTS AND DISCUSSION

The performance of the proposed CBIR methods is tested by firing 55 queries (randomly selected 5 from each image category) on the image database. The feature vector of query image and database image are matched using the Euclidian distance. The average precision and recall values are found for all the proposed CBIR methods and plotted against number of retrieved images (from 1 to 100). The intersection of plotted precision and recall curves give the crossover point. The crossover point of precision and recall is computed for all the proposed CBIR methods. The CBIR technique with higher value of crossover point indicates better performance. The crossover points of average precision-recall values of proposed shape texture pattern based image retrieval methods are shown in Figures 14 and 15.
The combination of local hybrid wavelet transforms if the first transform matrix is Walsh then the performance is best.

In all the discussed CBIR methods the ‘64-pattern’ texture set generated using HW-Global hybrid wavelet transform with Sobel as gradient operator gives the best performance as indicated by higher precision-recall crossover point value.

### 10. PERFORMANCE COMPARISON OF VARIANTS IN GRADIENT MASK TEXTURE BASED CBIR METHODS

The novel image retrieval methods using gradient mask texture patterns are presented in this section. Here in all 36 variations of the proposed image retrieval methods with gradient mask texture patterns are proposed using six global (HH-Global, HK-Global, HW-Global, KH-Global, KK-Global & KW-Global) & six local (HK-Local, KK-Local, WK-Local, HW-Local, KW-Local & WW-Local) hybrid wavelet transform and three gradient operators (Prewitt, Robert and Sobel). The average of precision-recall crossover point values for respective variation is considered for the performance ranking of these variations. Twelve hybrid wavelet transforms (6 global and 6 local) are considered to generate shape texture patterns. From the results after experimentation it is found that the HW-Global hybrid wavelet transform is showing the best performance and KH-Global hybrid wavelet transform is showing the worst performance in proposed CBIR methods as indicated by average precision-recall crossover point values of shape texture based CBIR variants using respective hybrid wavelet transform given in Table 2. The ‘64-pattern’ texture set has given better performance with global hybrid wavelet transforms than local hybrid wavelet transforms as per the average precision-recall crossover point values of shape texture based CBIR variants using respective scope of hybrid wavelet transforms given in Table 3. Among the three gradient operators used for generating the filtered image maps, Sobel gives the best performance followed by Prewitt and Robert as per the average precision-recall crossover point values of shape texture based CBIR variants using respective gradient operators given in Table 4.

#### Table 2: Performance Comparison of Hybrid Wavelet Transforms used in Shape-texture based Image Retrieval

<table>
<thead>
<tr>
<th>Comparative Performance Rank</th>
<th>Hybrid Wavelet Transform</th>
<th>Average Crossover Point Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HW-Global</td>
<td>0.435461</td>
</tr>
<tr>
<td>2</td>
<td>KW-Global</td>
<td>0.4352</td>
</tr>
<tr>
<td>3</td>
<td>KK-Global</td>
<td>0.428633</td>
</tr>
<tr>
<td>4</td>
<td>HK-Global</td>
<td>0.428393</td>
</tr>
<tr>
<td>5</td>
<td>WW-Local</td>
<td>0.423957</td>
</tr>
<tr>
<td>6</td>
<td>WK-Local</td>
<td>0.423941</td>
</tr>
<tr>
<td>7</td>
<td>KK-Local</td>
<td>0.418494</td>
</tr>
<tr>
<td>8</td>
<td>KW-Local</td>
<td>0.416991</td>
</tr>
<tr>
<td>9</td>
<td>HK-Local</td>
<td>0.416904</td>
</tr>
<tr>
<td>10</td>
<td>HH-Global</td>
<td>0.416117</td>
</tr>
<tr>
<td>11</td>
<td>HW-Local</td>
<td>0.4161</td>
</tr>
<tr>
<td>12</td>
<td>KH-Global</td>
<td>0.415732</td>
</tr>
</tbody>
</table>
### Table 3: Performance Comparison of Scope of Hybrid Wavelet Transforms used in Shape-texture based Image Retrieval

<table>
<thead>
<tr>
<th>Comparative Performance Rank</th>
<th>Scope of Hybrid Wavelet Transform</th>
<th>Average Crossover Point Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Global</td>
<td>0.426589</td>
</tr>
<tr>
<td>2</td>
<td>Local</td>
<td>0.419398</td>
</tr>
</tbody>
</table>

### Table 4: Performance Comparison of Gradient Operators used in Shape-texture based Image Retrieval

<table>
<thead>
<tr>
<th>Comparative Performance</th>
<th>Thresholding Method</th>
<th>Average Crossover Point Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sobel</td>
<td>0.444803</td>
</tr>
<tr>
<td>2</td>
<td>Prewitt</td>
<td>0.431059</td>
</tr>
<tr>
<td>3</td>
<td>Robert</td>
<td>0.39312</td>
</tr>
</tbody>
</table>
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