Intelligent ECG Signal Noise Removal using PSONN
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ABSTRACT
The electrocardiogram (ECG) signal is susceptible to noise and artifacts and it is essential to remove the noise in order to support any decision making for specialist and automatic heart disorder diagnosis systems. In this paper, the use of Particle Swarm Optimization Neural Network (PSONN) for automatically identifying the cutoff frequency of ECG signal for low-pass filtering is investigated. Generally, the spectrums of the ECG signal are extracted from four classes: normal sinus rhythm, atrial fibrillation, arrhythmia and supraventricular. Baseline wander is removed using the moving median filter. A dataset of the extracted features of the ECG spectrums is used to train the PSONN. The performance of the PSONN with various parameters is investigated. The PSONN-identified cutoff frequency is applied to a Finite Impulse Response (FIR) filter and the resulting signal is evaluated against the original clean and conventional filtered ECG signals. The results show that the intelligent PSONN-based system successfully denoised the ECG signals more effectively than the conventional method.
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1. INTRODUCTION
The measurement of the electrical activity of the heart (cardiac) muscle is called electrocardiogram (ECG). As the heart performs its function of pumping blood through the circulatory system, the result of the mechanical events within the heart is the generation of a certain sequence of electrical events [1]. The ECG signal waveform consists of the P wave, QRS wave and T wave, as sketched in Fig.1. For computerized interpretation systems and for the human electrocardiographer, it is vital to access accurate measurements of ECG intervals and critical points (e.g. P, QRS, T). The morphology of ECG signal has been used for recognizing heart activity; therefore, it is very important to obtain the parameters of clear ECG signals without noise [2, 3]. ECG provides valuable information to diagnose heart disorders and the ischemic changes that may occur, such as myocardial infarction, conduction defects and arrhythmia [4]. Therefore, the ECG signal must be clearly represented and filtered to remove all distracting noise and artifacts.

The ECG signal is usually corrupted with noise from various sources, including imperfect contact of electrodes to the body, machine malfunction, electrical noise from elsewhere in the body, respiration and muscle contractions [5]. The produced noise consists of low-frequency components that cause baseline wander, and high-frequency components such as power-line interference [3]. ECG noise removal is complicated due to the time varying nature of ECG signals. In noise removal, it is necessary to identify the cutoff frequency of the filter. However, this is difficult to determine and improper treatment may introduce additional artifacts to the signal, especially on the QRS wave.

Although there are many new methods for noise removal, most noise removal systems for ECG signals use the band-pass filter because of simplicity in implementation and requiring minimal coefficients [6-12]. The important consideration of this popular technique is in automatically identifying the correct pass bands in the frequency spectrum. The intelligent methods commonly applied include artificial neural networks (ANN), Swarm Intelligence (SI), Support Vector Machine (SVM) etc. The next section provides a brief review on some recent noise removal methods.

2. BACKGROUND
ECG signal noise removal has been discussed in many research works [13-20]. In [13], Independent Component Analysis (ICA) is used for analysis to remove the artifacts and noise from ECG recordings and the reconstructed ECG signals were compared with the original ECG signal and the results showed that there was a significant improvement in signal quality, i.e. signal-to-noise ration (SNR). Zhang and Sui [14] proposed a method based on morphological filtering and wavelets to eliminate the noise in ECG signals and increase the diagnosis efficiency.

Many studies focused on ANN based schemes for ECG signal interpretation and processing. Sotos et al. (2007) worked on removing the baseline drift using ANN [15]. The results obtained showed that the ANN-based approach performs better, with respect to baseline drift reduction and signal distortion at the filter output, than traditional methods. Sotos
J.M. et al. (2007) introduced a noise cancellation system suitable for biomedical signals based on a multilayer ANN was introduced [16]. The proposed method consists of a simple structure similar to the Multiple ADaptive LINEar Element (MADALINE) neural network.

Poungponsri and Yu (2009) used the wavelet neural network (WNN) for ECG signal modeling and noise reduction [18]. The WNN built combined the multiresolution nature of wavelets and the adaptive learning ability of ANN, and was trained by a hybrid algorithm that includes the Adaptive Diversity Learning Particle Swarm Optimization (ADLPSO) and the gradient descent optimization.

Previous studies have indicated that the neural network based methods present effective approaches for denoising ECG signals. There are also some algorithms for optimization of the ANN itself. A recent algorithm is the Particle Swarm Optimization (PSO) [20], which is adapted from decentralized and self-organized systems in nature, such as choreography of a flock of birds and school of fish. It is a population-based algorithm, in which individual particles work together to solve a given problem. In PSO, physical position is not an important factor. The population (or swarm) and the member particles are initialized by assigning random positions and velocities, and potential solutions are then ‘flown’ through the hyperspace [20].

With regards to filters for noise removal, there is insufficient research in the area of automated calculation of cutoff frequencies. This paper presents application of PSO in training the ANN to identify the optimal cutoff frequency for removal of the high frequency noise in ECG signals using an FIR filter. In this study, FIR [21] is preferred to the infinite impulse response (IIR) filter as IIR are more susceptible to problems of finite-length arithmetic [6]. Additionally, FIR filters are less complex and can be readily applied to ECG signals.

3. PROPOSED METHODOLOGY

Fig. 2 shows the proposed approach. The main stages are described below.

3.1 Data Collection

The Physiobank archive of ECG signals [22], available for use by the biomedical research community, is used to test the proposed approach. 70 ECG signals were selected randomly from four databases: the MIT-BIH Supraventricular Arrhythmia Database, the MIT-BIH Normal Sinus Rhythm Database, the MIT-BIH Atrial Fibrillation Database and the MIT-BIH Arrhythmia Database. The sampling frequency of the first three databases was 250 Hz, while the signals of the forth database were sampled at 360 Hz.

3.2 Removal of Baseline Wander

Baseline wander makes manual and automatic analysis of ECG records difficult, especially in measuring of the ST segment deviation that is used for diagnostic ischemia. Respiration, electrode impedance changes and body movements cause baseline drift in the ECG signals. However, inaccurate baseline wander removal can cause distortion of important clinical information, particularly ST segment distortion, as there are overlaps in the spectrum of the baseline wander and low frequency components of the ECG signals [23].

An example of baseline wander removal is presented in Fig. 3. Fig. 3(a) shows the original ECG signal, where the cycles of the PQRSST waveform appear to be attenuated by a sinusoidal wave. As such, the first step is the attenuation correction for the removal of baseline wander. A popular practice by past researchers was to use a high-pass filter with a cutoff frequency of 1 Hz for this purpose [24-27]. Fig. 3(d) shows this conventionally corrected ECG signal.

As the moving median filter is known to be more efficient [7], it is applied in this work. The moving median filter takes a set of points, and given a span for the filter, takes a subset of those points, returning the median of the subset. The extracted baseline identified using the moving median filter is shown in Fig. 3(c). The resulting drift effects of baseline wander removal using the conventional and median filters are given in Fig. 3(e) and (f), respectively. In Fig. 3(f), the baseline wander is eliminated successfully, producing a virtually zero attenuation of the PQRSST waveform, as shown in Fig. 3(g).

3.3 Spatial to Frequency Domain Transform

Removal of the baseline drift is followed by removal of high amplitude noise usually caused by specifications of natural noise by the electromyographic interference [28]. Treatment in the frequency domain aids this task in terms of processing efficiency, and conversion via the Fast Fourier Transform (FFT) is described by (1) [6].

$$X_k = \sum_{n=0}^{N-1} x_n e^{-i2\pi k n / N}$$

for \( k = 0, \ldots, N-1 \), \( 0 \leq n \leq N \)

(1)

where \( X_0, \ldots, X_{N-1} \) are complex numbers,

\( N \) is the number of samples,

\( x_n \) is sample \( n \) in the time domain.
The cutoff frequency ($\omega_c$) for the low-pass filtering is normalized to $\omega_s$, as follows:

$$\omega = \frac{\omega_c}{f_s}$$

(2)

where $f_s$ is the sampling frequency. The frequency spectrum of half of the symmetric $f_s = 250$ Hz signal in Fig. 3(a) is given in Fig. 3(d). The result after the intelligent automated filtering is given in Fig. 3(h) and the final clean signal is given in Fig. 3(i). The details of the filtering are given in the next sections.

### 3.4 Feature Extraction

The particles or inputs of the PSONN are determined by the features of the dataset. Analysis of the ECG signal, taking into account minimal complexity in computation, revealed that two common statistical measures (standard deviation and variance) would suffice. Standard deviation and variance are commonly used for measuring the dispersion. There is an advantage of using the variance as it is the sum of squaring the difference between each value and the mean. The squaring makes each term positive, so that the values more than mean do not cancel values below the mean. Because the variance is squared, the unit of data is not the same as the unit of variance [29]. Therefore, the square root of the variance, i.e. the standard deviation, is used as the second feature for the proposed dataset.

A sample of the value classes in the dataset are given in Table 1. The third column of the table lists the approximate optimum cutoff frequency of each spectrum for FIR low-pass filtering, as determined visually by collaborating signal specialists. This would be used as the target in the evaluation of the intelligent PSONN cutoff frequency determination system.

### 3.5 PSONN Configuration

In the study by Eberhart et al. [30], it was proven that particles in hyperspace keep track of the best fitness position achieved. For each particle, this is known as their personal best (pbest), while for the overall population, it is known as the global best (gbest). Each particle is accelerated toward its pbest and gbest in each epoch by calculating the velocity term based on position and distance. The 'personal' and 'global' velocities are then randomly weighted to produce the new velocity value for this particle, which will in turn affect the next position of the particle during the next epoch [31-32]. The movement and velocity update equations are given by (3) and (4), respectively [30].

$$x_n = x_n + v_n \times \Delta t$$

(3)

where $x_n$ is the position of particle $n$, $v_n$ is the velocity of particle $n$, $\Delta t$ is the time interval of the movement.

$$v_n = wv_n + c_1 \times \text{rand}() \times (g_{\text{best,n}} - x_n) + c_2 \times \text{rand}() \times (p_{\text{best,n}} - x_n)$$

(4)

where $c_1$ and $c_2$ are acceleration constants, $w$ is the inertia weight parameter.

Giving a large value for inertia weight is useful for good global search, while a smaller value helps for local exploration. The discrete time interval $\Delta t$ is usually set to...
1. In (4), two random numbers (between 0.0 and 1.0) are multiplied with the acceleration constants ($c1$ and $c2$ are usually set to 2). The process of updating should be performed for each element of the velocity vector. Particles move randomly around the solution space, controlled by the random numbers in (3). The acceleration constants ($c1$ and $c2$) provide some control as to which path (gbest or pbest) should be given emphasis. PSONN uses the feedforward neural network to produce the learning error (fitness) based on a set of weights and biases (PSO positions) [33]. To find the lowest learning errors for pbest and gbest, (4) is updated to produce a value for position adjustments to the targeted learning error. Adding the calculated velocity value to the current position value produces the new sets of positions (neural network weights and biases), which are then used for determining the new learning errors (fitness) in PSONN. This process is repeated until the stop conditions (minimum learning error or maximum number of iterations) are met.

The PSONN employed to calculate the cutoff frequency is a 3 layer feedforward network. The population size used was 25, with the default value of 2 for the maximum velocity divisor, $c1$ and $c2$.

3.6 FIR Implementation

Implementation of the FIR filter requires three parameters: the cutoff frequency ($\omega_c$), the filter order ($N$) and the window size. The filter order primarily determines the width of the transition band. Higher orders give sharper cutoff in the frequency response [21], therefore, the desired sharpness will determine the filtering order. The default window is the Hamming of size $N + 1$. The FIR filter ($w$) is represented by (5) [21].

$$w_n = 0.54 - 0.46 \cos(2\pi \frac{n}{N})$$  

for $0 \leq n \leq N$  

(5)

The cutoff frequency must be identified for the ECG signal to be filtered. The next section provides the test results achieved for automatic identification of the cutoff frequency by the PSONN and the FIR filter in denoising the ECG signals.

4. EXPERIMENTS AND RESULTS

The proposed system performance using the configured PSONN is tested by measuring various parameters. The FIR is implemented with the cutoff frequency identified by the PSONN and the results are evaluated against the clean and conventionally filtered ECG signals.

Due to the lack of cases in the configured dataset, validity testing of the results was undertaken using a k-folding method with k=3. For each of the k times of NN training, 60% of the samples in the dataset were used for training with the non-overlapping 40% for testing. All the reported results are obtained by averaging the outcomes of three separate tests.

4.1 Test with Clean Signal

Clean signals would allow for more accurate evaluation of the effectiveness of the proposed method in terms of identification of appropriate cutoff values. As all the signals in the test databases are clinical data that are influenced by noise, and there is no access to actual clean signals, pseudo-clean signals from the ECG generator of the MIT-BIH database [22] are used. The noisy versions of these pseudo-clean signals are simulated by adding a small value of high frequency components of random noise to mimic the natural noise by the electromyographic interference which corrupts real ECG signals.

Fig. 4 and Fig. 5 show two examples of the tested clean ECG signals. For the ECG signal spectrum in Fig. 4, the standard deviation and mean are 43.54 and 15.32, respectively. For Fig. 5, the standard deviation is 68.29 and the mean is 13.86. The trained PSONN gives the cutoff frequency of 14% and 17% for the first and second ECG signals, respectively. For both figures, part (a) is the pseudo-clean signal, (b) is the signal corrupted by random noise and (c) shows the result of FIR filtering with the cutoff calculated by the proposed method using PSONN. Comparing the pseudo-clean and PSONN filtered ECG signals in both figures show that PSONN can very smoothly filter the high frequency noise and has acceptable performance for ECG noise removal.

4.2 MSE Performance

The mean squared error (MSE) is measured for varying numbers of hidden nodes and number of training epochs. To decrease the complexity of the network and increase training speed, less nodes in the hidden layer is preferred [34]. The MSE equation is given by (6).

$$MSE = \frac{1}{N} \sum_{n=0}^{N-1} (y_n - t_n)^2$$  

(6)

where $y_n$ is the output of the network, $t_n$ is the desired target, $N$ is the number of test records.

Fig. 6 shows the MSE results achieved. It shows that the PSONN has the best performance with 3 nodes in the hidden layer since the MSE is close to zero and the network converged after the least number of training epochs.
Fig. 3. ECG signal drift attenuation

(a) Original ECG signal
(b) ECG signal frequency spectrum
(c) Baseline wander of original signal
(d) Conventional drift attenuation
(e) Baseline wander of conventional attenuation
(f) Wander removal by median filter
(g) Resulting baseline by median filter
(h) Frequency spectrum after low-pass filtering
(i) Resulting clean ECG signal
4.3 Testing of PSONN against Conventional Filter

The results of FIR filtering by the calculated cutoff frequency are compared with the results of FIR low-pass filtering based on previous studies [8-11]. In these studies, the cutoff frequency for the ECG low-pass filtering was 100 Hz, where all frequencies above 100 Hz are eliminated to remove high frequency noise. For fairness in evaluation, the baseline drift has been attenuated for all the test signals using the moving median filter, instead of just using a 1 Hz high-pass filter as per the norm, since it is has been shown in Fig. 3 that the moving median filter is better suited for baseline wander removal.

The cutoff frequency is dynamic. Therefore, for various ECG signals, the cutoff frequency would be different due to the biometric characteristics of the ECG signal. In [35-37], the ECG signals varied from person to person. Therefore, it is obvious that the frequency spectrum would be different for

Table 1. Part of dataset for training the PSONN

<table>
<thead>
<tr>
<th>No.</th>
<th>Signal type</th>
<th>FFT Variance</th>
<th>FFT Standard Deviation</th>
<th>Normalized $\omega_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Arrhythmia</td>
<td>20.57</td>
<td>4.53</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>Arrhythmia</td>
<td>16.82</td>
<td>4.1</td>
<td>0.80</td>
</tr>
<tr>
<td>3</td>
<td>Arrhythmia</td>
<td>45.23</td>
<td>6.43</td>
<td>0.60</td>
</tr>
<tr>
<td>4</td>
<td>Arrhythmia</td>
<td>130.15</td>
<td>11.4</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>Arrhythmia</td>
<td>266.03</td>
<td>16.31</td>
<td>0.33</td>
</tr>
<tr>
<td>6</td>
<td>Supraventricular</td>
<td>80.75</td>
<td>8.98</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>Supraventricular</td>
<td>47.91</td>
<td>6.92</td>
<td>0.33</td>
</tr>
<tr>
<td>8</td>
<td>Supraventricular</td>
<td>1489.5</td>
<td>38.59</td>
<td>0.22</td>
</tr>
<tr>
<td>9</td>
<td>Supraventricular</td>
<td>464.21</td>
<td>21.54</td>
<td>0.33</td>
</tr>
<tr>
<td>11</td>
<td>Atrial Fibrillation</td>
<td>47.21</td>
<td>6.87</td>
<td>0.60</td>
</tr>
<tr>
<td>12</td>
<td>Atrial Fibrillation</td>
<td>196.98</td>
<td>14.03</td>
<td>0.33</td>
</tr>
<tr>
<td>13</td>
<td>Atrial Fibrillation</td>
<td>1085</td>
<td>32.93</td>
<td>0.80</td>
</tr>
<tr>
<td>14</td>
<td>Atrial Fibrillation</td>
<td>100.2</td>
<td>13.11</td>
<td>0.60</td>
</tr>
<tr>
<td>15</td>
<td>Atrial Fibrillation</td>
<td>900.23</td>
<td>15.3</td>
<td>0.60</td>
</tr>
<tr>
<td>16</td>
<td>Normal ECG</td>
<td>89.77</td>
<td>9.47</td>
<td>0.11</td>
</tr>
<tr>
<td>17</td>
<td>Normal ECG</td>
<td>205.15</td>
<td>14.32</td>
<td>0.11</td>
</tr>
<tr>
<td>18</td>
<td>Normal ECG</td>
<td>39.47</td>
<td>6.28</td>
<td>0.22</td>
</tr>
<tr>
<td>19</td>
<td>Normal ECG</td>
<td>63.14</td>
<td>7.94</td>
<td>0.22</td>
</tr>
<tr>
<td>20</td>
<td>Normal ECG</td>
<td>253.39</td>
<td>15.91</td>
<td>0.33</td>
</tr>
</tbody>
</table>
each person and the applied cutoff frequency has to vary, instead of being fitted as in the classical low-pass filter where 100 Hz is used as the constant threshold. Fig. 4(d) and Fig. 5(d) show results of the conventional based filtering of ECG. It presents that compared to the PSONN, the conventional method has low effectiveness in removing the high frequency noise in ECG signals, as little smoothness is observed in the filtered ECG.

5. CONCLUSION
This paper has shown that PSONN is a reliable and fast solution for automatically identifying the cutoff frequency, that can converge in less than 1000 training epochs. The results show that the PSONN is better able to remove the noise than the conventional method. Also, comparing the clean and PSONN filtered signals presents that the proposed method is promising for use by medical experts who wish to diagnose heart disorders using ECG.
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