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ABSTRACT 

This paper presents the comparative study on four 

computerized skeletal Bone Age Assessment (BAA) methods 

using the partitioning technique. The four systems studied 

work according to the renowned Tanner and Whitehouse 

(TW2) method, based on the Region of Interest (ROI) taken 

from the wrist bones. The systems ensure accurate and robust 

BAA for the age range 0-10 years for both girls and boys. 

Given a left hand-wrist radiograph as input, they estimate the 

bone age by deploying remarkable techniques for pre-

processing, feature extraction, and classification. The four 

BAA systems differ from each other in the type of ROI used, 

the feature extraction techniques and finally the classification. 

The systems output the age class to which the radiograph is 

categorized (Class A – Class J), which is mapped onto the 

final bone age. The systems were studied and their 

performances were compared by varying the partition of the 

train and test data sets. The systems were judged based on the 

results obtained from two radiologists.  

Keywords 

Skeletal Bone Age Assessment (BAA), TW2, radiograph, 

Classification, Partitioning. 

1. INTRODUCTION 
Bone age assessment is very significant in pediatrics, 

especially in the diagnosis of endocrinological problems and 

growth disorders [1].  Based on the skeletal development of 

the bones in the left-hand wrist, bone age is assessed and 

compared with the chronological age. A variation between 

these two values indicates abnormalities in skeletal 

development. This is used in diagnosis of endocrine disorders 

and also to monitor the therapeutic effect of treatment. Bone 

age indicates whether the growth of a patient is accelerating or 

decreasing, based on which the patient can be treated with 

growth hormones. BAA is widely used due to its simplicity, 

minimum radiation exposure, and the availability of multiple 

ossification centers for evaluation of maturity. The main 

clinical methods for skeletal bone age estimation are the 

Greulich & Pyle (GP) method and the Tanner & Whitehouse 

(TW) method. GP is an atlas matching method while TW is a 

score assigning method [2]. GP method is faster and easier to 

use than the TW method. Bull et. al. compared the GP and 

TW method and concluded TW method to be more accurate 

[3]. TW method uses a detailed analysis of each individual 

bone, allocating it to one of eight classes and assigning it a 

score based on its developmental stage. The sum of all scores 

results in the final bone age. The development of each ROI is 

divided into various stages, as shown in Fig. 1, and each stage 

is given a letter (A,B,C,D,…I), reflecting the development 

stage as: 

 Stage A – absent 

 Stage B – single deposit of calcium 

 Stage C – center is distinct in appearance 

 Stage D – maximum diameter is half or more the  

                width of metaphysis 

 Stage E – border of the epiphysis is concave 

 Stage F – epiphysis is as wide as metaphysis 

 Stage G – epiphysis caps the metaphysis 

 Stage H – fusion of epiphysis and metaphysis has  

                begun 

 Stage I – epiphyseal fusion completed. 

 
 

 

                    B                           C                            D                         E 

 

                    F                         G                            H                             I 

Fig 1: TW stages for proximal phalanx of thumb 

By adding the scores of all ROIs, an overall maturity score is 

obtained which is correlated with the bone age differently for 

males and females [4].  

2. RELATED WORK 
In 1980s, Pal and King proposed the theory of fuzzy sets for 

edge detection in X-ray images [5]. Kwabwe et. al. in 1986, 

proposed certain algorithms to recognize the bones in an X-

ray image of the hand and wrist [6]. Pathak and Pal [7] 

developed a fuzzy classifier for syntactic recognition of 

different stages of maturity of bones from X-rays of hand and 

wrist. Michael and Nelson [8] developed HANDX, a model-

based system for automatic segmentation of bones from 

digital hand radiographs. This computer vision system, 

offered a solution to automatically find, isolate and measure 

bones from digital X-rays. Pietka et. al. described a method 

[9] based on independent analysis of the phalangeal regions, 

which was done in several stages by measuring the lengths of 

the distal, middle and proximal phalanx and converted into 

skeletal age by using the standard phalangeal length table 
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proposed by Garn et.al [10]. Tanner and Gibbons proposed 

the Computer- Assisted Skeletal Age Scores (CASAS) system 

[11]. Pietka et. al. conducted phalangeal and carpal bone 

analysis using standard and dynamic thresholding methods to 

assess skeletal age [12]. Cheng et. al. [13] proposed the 

methods to extract a region of interest (ROI) for texture 

analysis, with particular attention to patients with 

hyperparathyroidism. The techniques included multiresolution 

sensing, automatic adaptive thresholding, detection of 

orientation angle, and projection taken perpendicular to the 

line of least second moment. Drayer and Cox [14] designed a 

computer aided system to estimate bone age based on Fourier 

analysis on radiographs to produce TW2 standards for radius, 

ulna and short finger bones. Al-Taani et. al. classified the 

bones of the hand-wrist images into pediatric stages of 

maturity using Point Distribution Models (PDM) [15]. Wastl 

and Dickhaus proposed a pattern recognition based BAA 

approach [16], which consisted of four major steps: 

digitization of the hand radiograph, segmentation of ROI, 

prototype matching and BAA. Mahmoodi et. al. used 

Knowledge-based Active Shape Models (ASM) in an 

automated vision system to assess the bone age [17]. Pietka et. 

al. conducted a computer assisted BAA procedure [18] by 

extracting and using the epiphyseal/ metaphyseal ROI 

(EMROI). From each phalanx, 3 EMROIs were extracted and 

the diameters of metaphysis, epiphysis and diaphysis of each 

EMROI were measured. Niemeijer et. al. [19] automated the 

TW method by constructing a mean image and using a query 

image to assess age. M.Fernandez et. al. [20] described a 

method for registering human hand radiographs for automatic 

BAA using the GP method. A.Fernandez et. al. proposed a 

fuzzy logic based neural architecture for BAA [21]. The 

system employed a computing with words paradigm, wherein 

the TW3 statements were directly used to build the 

computational classifier. Luis Garcia et. al. presented an 

automatic algorithm [22] to detect bone contours from hand 

radiographs using active contours. Lin et. al. proposed a novel 

and effective carpal bone image segmentation method using 

GVF model, to extract a variety of carpal bone features [23]. 

Tristan and Arribas [24] designed an end-to-end system to 

partially automate the TW3 bone age assessment procedure, 

using a modified K-means adaptive clustering algorithm for 

segmentation, extracting up to 89 features and employing 

LDA for feature selection and finally estimating bone age 

using a Generalized Softmax Perceptron (GSP) NN, whose 

optimal complexity was estimated via the Posterior 

Probability Model Selection (PPMS) algorithm. Zhang et. al. 

developed a knowledge based carpal ROI analysis method 

[25] for automatic carpal bone segmentation and feature 

analysis for bone age assessment by fuzzy classification. 

Thodberg et. al. proposed an automated approach called the 

Bone Xpert method [26]. The architecture of Bone Xpert 

divided the processing into three layers: Layer A to 

reconstruct the bone borders, Layer B to compute an intrinsic 

bone age value for each bone and Layer C to transform the 

intrinsic bone age value using a relatively simple post-

processing. Giordano et. al. [27] designed an automated 

system for skeletal bone age evaluation using DoG filtering 

and a novel adaptive thresholding. Hsieh et. al. [28] proposed 

an automatic bone age estimation system based on the 

phalanx geometric characteristics and carpal fuzzy 

information. Zhao Liu and Jian Liu proposed an automatic 

BAA method with image template matching based on PSO 

[29]. Giordano et. al [30] presented an automatic system for 

BAA using TW2 method by combining Gradient Vector Flow 

(GVF) Snakes and derivative difference of Gaussian filter. 

We have presented a thorough survey of literature on BAA 

methods in our previous work [31], explaining in detail the 

various work done in BAA and providing directions for future 

research. Our previous work [32] describes a computerized 

BAA method for carpal bones, by extracting features from the 

convex hull of each carpal bone, named as the convex hull 

approach. We have also proposed an automated BAA method 

to estimate bone age from the feature ratios extracted from 

carpal and radius bones, named as the feature ratio approach 

[33]. Our decision tree approach utilizes features from the 

radius and ulna bones and their epiphyses for BAA [34]. We 

have also exploited the epiphysis/ metaphysis region of 

interest (EMROI) in BAA using our Hausdorff distance 

approach [35].  

3. MATERIALS AND METHODS 
The paper presents the comparative analysis of four different 

computerized approaches for BAA, based on the features 

from various wrist bones considered: 

 Convex Hull approach using Carpal bone features 

 Feature Ratio approach using Carpal and Radius bone 

features 

 Decision Tree approach using Radius and Ulna features 

 Hausdorff distance approach using Epiphysis/ 

Metaphysis features  

The convex hull based approach [32] estimates the bone age 

from the carpal bones by determining the convex hull for each 

carpal bone and extracting three features from each of them 

namely, Solidity, Convexity and Concavity. The final 

classification is done by finding the closest match for the test 

feature set in the trained feature vector. The feature ratio 

approach [33] uses features extracted from the carpals and 

radius bone for BAA. From the extracted features, two feature 

ratios are computed, CROI-Ratio and RROI-Ratio, which are 

in turn used to find the mean feature ratios, MCRatio and 

MRRatio. The above two ratios of the test image is subtracted 

from those already stored in the feature vector. The class with 

the minimum values for both the differences is output as the 

final age class. The decision tree approach [34] makes use of 

epiphyseal features of the radius and ulna bone, namely 

R_Presence, U_Presence, R_Diameter, R_Circularity, 

U_Circularity, R_Roughness, U_Roughness, R_Capping, 

U_Capping, R_Fusion, and U_Fusion. These features are fed 

into the decision tree classifier, based on the gender and the 

output is the final bone age class to which the radiograph 

belongs. Hausdorff distance approach [35] extends the work 

done by Giordano et al [30] in estimating the bone age from 

EMROI joints. The system constructed the feature vector 
Bone

StageF
 from the features dmeta, dnv1, . . . , dnv5, area1, . . . , 

area6, and dhepi along with three additional distance measures 

from the middle phalange EMROI of the 5th finger. This was 

to judge the degree of fusion of the epiphysis with the 

metaphysis. Finally the TW stage assignment was done by 

computing the minimum Hausdorff distance between the 

features extracted from the test image and the 

Bone

StageF
 feature 

vector.                                                                                    

For all the above four approaches the data set of images used 

were 220 images (110 male and 110 female). These 220 

images were partitioned into training and testing images. For 

this, three types of partitions were applied, as shown in Table 

1 and the results obtained for the four approaches in each case 

were analyzed and compared. The standard age classes used 

in all of the above approaches were Class A to Class J, the age 

group for each of the class varies from approach to approach. 

The input to the system was a radiograph image of size 200 X 
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300 pixels and the output was the age class (Class A – Class 

J) to which the image is classified into. The performances of 

the four approaches were measured in terms of four metrics, 

precision%, recall%, specificity% and accuracy%, based on 

the bone age results obtained from two radiologists. A 

comparative analysis of the performance of the four 

approaches was also conducted as part of the work. 
 

Table 1. Partitions for data set 

Partitions Data Partition 

Train Images Test Images 

  Partition I 120   100 

  Partition II 160   60 

  Partition III 180 40 

4. RESULTS AND DISCUSSION 
As shown in Table 1, the partitioning technique [36, 37] 

applied for comparative analysis utilized three different 

partitions of data. When the number of images in the test data 

set and train data set where varied, the four BAA approaches 

showed differences in the performances in terms of all the 

four metrics, accuracy%, specificity%, precision% and 

recall%. Table 2 provides the performance results of the 

convex hull approach for each partition. Table 3 provides the 

performance results of the feature ratio approach for each 

partition. Table 4 provides the performance results of the 

decision tree approach for each partition. Table 5 provides the 

performance results of the Hausdorff distance approach for 

each partition. 

The performance metrics are calculated using the following 

formulae: 

            FPTP

TP
precision




                            (1)    

                FNTP

TP
recall




                           (2)    

           FPTN

TN
yspecificit




                            (3)    

            FNFPTNTP

TNTP
accuracy






     (4)    

The convex hull approach showed excellent results of 100% 

for all the four performance measures for Partition II and 

Partition III. For Partition I, average performance was 

obtained, which was 98.5% accuracy, 99% specificity, 93% 

precision and 92% recall. 

The feature ratio approach exhibited best performance for 

Partition III proving 100% for all performance metrics. Its 

performance for Partition II was also promising with 99% 

accuracy, 99% specificity, 95% precision and 94% recall. 

Partition I resulted in average performance of 98% accuracy, 

99% specificity, 90% precision and 90% recall. 

The decision tree approach was better than the feature ratio 

approach in producing 100% in all the four performance 

metrics for Partition III. The next best results were obtained 

for Partition II yielding 99% accuracy, 100% specificity, 92% 

precision and 93% recall. Average results were attained for 

Partition I which were 98% accuracy, 99% specificity, 90% 

precision and 91% recall.  

The Hausdorff distance approach also showed excellent 

results for Partition III with 100% for all metrics, and slightly  

better results for Partition II, with 99.5% accuracy, 99% 

specificity, 95% precision and 94% recall. Average 

performance was achieved for Partition I with 98% accuracy, 

99% specificity, 88% precision and 90% recall.  

 

Table 2. Performance of Convex Hull approach for each partition 

Performance Metrics Partition I Partition II Partition III 

      accuracy% 98.5 100 100 

      specificity% 99 100 100 

      precision% 93 100 100 

      recall% 92 100 100 

 

 Table 3. Performance of Feature Ratio approach for each partition 

Performance Metrics Partition I Partition II Partition III 

      accuracy% 98 99 100 

      specificity% 99 99 100 

      precision% 90 95 100 

      recall% 90 94 100 
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Table 4. Performance of Decision Tree approach for each partition 

Performance Metrics Partition I Partition II Partition III 

      accuracy% 98 99 100 

      specificity% 99 100 100 

      precision% 90 92 100 

      recall% 91 93 100 

 

Table 5. Performance of Hausdorff Distance approach for each partition 

Performance Metrics Partition I Partition II Partition III 

      accuracy% 98 99 100 

      specificity% 99 99 100 

      precision% 88 95 100 

      recall% 90 94 100 

 

75

80

85

90

95

100

105

Zhang et

al (2007)

Tristan &

Arribas

(2008)

Giordano

et al (2010)

Somkantha

et al (2011)

Convex

Hull  

Approach

Feature

Ratio

Approach

Decision

Tree

Approach

Hausdorff

Distance

Approach

V
a
lu

e
s
 o

f 
M

e
tr

ic
s

accuracy%

specificity%

precision%

recall%

 

Fig 2: Comparison of Proposed systems with Existing systems 

 

Based on the above observations, it is found that Partition III 

yields the best of the best results by scoring 100% for all the 

parameters, for all the four approaches. Partition II scores 

100% in all parameters, for the convex hull approach. The 

reason for the slight deviation in results was sorted out as the 

classification of the radiographs into one year more or one 

year less than the actual class. From the literature and based 

on the suggestions from our radiologist experts, it is resolved 

that a difference of one year in age (Eg: If the radiologist 

classified it as B and our BAA system classified it as C), can 

be taken as correct classification because the error of one 

stage in a bone age system is clinically negligible. Hence the 

performances of the systems are analyzed by introducing a 

tolerance limit ToL of 1 year (i.e. ToL = ±1year). With the 

introduction of ToL = ±1year, all the four methods provided 

100% in all the performance metrics, for both the partitions I 

and II. Thus all the four proposed systems achieve 100% 

success rate and their performances are compared with the 

existing systems in Fig. 2.  

5. CONCLUSION  
Despite the advances made in BAA, simplicity in design of 

the classifier and success rate in estimating the accurate bone 

age still remain as the main challenges for the technique. A 

large number of studies are carried out to identify best 

methods for bone age estimation. Four such BAA schemes 

have been developed for accurate bone age estimation by 

deploying simpler yet robust methods for feature extraction 

and classification. The approaches make use of diverse 

classification methods on different combinations of wrist 

bones. Medical studies reveal that a BAA system that utilizes 

the phalanges, carpal bones, radius and ulna bones forms a 

robust method for computerizing BAA throughout the entire 
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age range (0-19 years of age). So there comes a necessity to 

incorporate all the important wrist bones in bone age 

estimation. This work presents four methods for BAA 

covering the most important wrist bones, namely the carpals, 

the EMROI of phalanges, the radius and the ulna. 

Morphological feature extraction is done in order to extract 

geometric features from the selected ROI bones, which 

describe the morphology of the bone. These features are 

utilized to train the system in classifying the radiograph into 

the corresponding age class, which is in turn mapped on to the 

final bone age. Future work will be focused on extending the 

system to work on the age group above 10 years, broadening 

the system to include the further TW2 bones such as ulna, 

phalanges, etc. and integrating the system with the clinical 

PACS.  

6. ACKNOWLEDGEMENTS 

The authors would like to thank Dr.R.Saravanan, 

MD(Pediatrics), KKCT Hospital, Chennai for providing the 

database of hand radiographs, Dr.R.Shankar Anandh, 

MD(Radio Diagnosis) and Dr.S.Sanjitha, DMRD(Radio 

Diagnosis) of Barnard Institute of Radiology, Chennai for 

their valuable help in diagnosing the hand radiographs and 

validating the system. 

7. REFERENCES 
[1] Vicente Gilsanz, and Osman Ratib. 2005.  Hand Bone 

Age – A Digital Atlas of Skeletal Maturity, Springer-

Verlag.  

[2] Concetto Spampinato. 1995. Skeletal Bone Age 

Assessment. University of Catania, Viale Andrea Doria, 

6 95125. 

[3] R.K.Bull, P.D.Edwards, P.M.Kemp, S.Fry, I.A.Hughes. 

1999. Bone Age Assessment: a large scale comparison of 

the Greulich and Pyle, and Tanner and Whitehouse 

(TW2) methods. Arch. Dis. Child,  vol.81, pp. 172-173. 

[4] J.M.Tanner, R.H.Whitehouse. 1975. Assessment of 

Skeletal Maturity and Prediction of Adult Height (TW2 

method). Academic Press. 

[5] Sankar K. Pal, and Robert A. King. 1983. On Edge 

Detection of X-Ray Images using Fuzzy Sets. IEEE 

Trans. on Pattern Analysis and Machine Intelligence, 

vol.5, no.1, pp.69-77. 

[6] A.Kwabwe, S.K.Pal, R.A.King. 1985. Recognition of 

bones from rays of the hand. International journal of 

Systems and Science. 16(4): 403-413. 

[7] Amita Pathak, S.K.Pal. 1986. “Fuzzy Grammars in 

Syntactic Recognition of Skeletal Maturity from X-

Rays”, IEEE Trans. on Systems, Man, and Cybernetics, 

vol.16, no.5. 

[8] David J. Michael, Alan C. Nelson. 1989. HANDX: A 

Model-Based System for Automatic Segmentation of 

Bones from Digital Hand Radiographs. IEEE Trans. on 

Medical Imaging, vol.8, no.1. 

[9] E. Pietka, M. F. McNitt-Gray, and H. K. Huang. 1991. 

Computer-assisted phalangeal analysis in skeletal age 

assessment. IEEE Trans. Med. Imag., vol. 10, pp. 616–

620. 

[10] S. M. Garn, K. P. Hertzog, A. K. Poznanski, and J. M. 

Nagy. 1972. Metacarpophalangeal length in the 

evaluation of skeletal malformation. Radiology, vol. 105, 

pp. 375-381. 

[11] J. M. Tanner and R. D. Gibbons. 1994. Automatic bone 

age measurement using computerized image analysis. J. 

Ped. Endocrinol., vol. 7, pp. 141–145.  

[12] E. Pietka, L. Kaabi, M. L. Kuo, and H. K. Huang. 1993. 

Feature extraction in carpal-bone analysis. IEEE Trans. 

Med. Imag., vol. 12, pp. 44–49.  

[13] S.N.C.Cheng, H.Chen, L.T.Niklason, R.S.Alder. 

Automated segmentation of regions on hand radiographs. 

Med. Phy., vol. 21, pp.1293-1300. 

[14] N.M.Drayer and L.A.Cox. 1994. Assessment of bone 

ages by the Tanner-Whitehouse method using a 

computer-aided system, Acta Paediatric Suppl., pp.77-

80. 

[15] Al-Taani A.T., Ricketts I.W., Cairns A.Y. 1996. 

Classification Of Hand Bones For Bone Age 

Assessment. Proceedings of the Third IEEE International 

Conference on Electronics, Circuits, and Systems, 

ICECS '96., pp.1088-1091. 

[16] Wastl S., Dickhaus H. 1996. Computerized Classification 

of Maturity Stages of Hand Bones of Children and 

Juveniles. Proceedings of 18th IEEE International 

Conference EMBS, pp.1155-1156. 

[17] Mahmoodi S., Sharif B.S., Chester E.G., Owen J.P., Lee 

R.E.J. 1997. Automated vision system for skeletal age 

assessment using knowledge based techniques. IEEE 

conference publication, ISSN 0537-9989, issue 443: 

809–813.  

[18] E. Pietka, A. Gertych, S. Pospiech, F. Cao, H. K. Huang, 

and V. Gilsanz. 2001. Computer-assisted bone age 

assessment: Image preprocessing and epiphyseal/ 

metaphyseal ROI extraction. IEEE Trans. Med. Imag., 

vol. 20, no. 8, pp. 715–729.  

[19] M. Niemeijer, B. van Ginneken, C. Maas, F. Beek, and 

M. Viergever. 2003. Assessing the skeletal age from a 

hand radiograph: Automating the Tanner-Whitehouse 

method. in Proc.Med. Imaging, SPIE,  vol. 5032, pp. 

1197–1205.  

[20] Miguel A. Martin-Fernandez, Marcos Martin-Fernandez, 

Carlos Alberola-Lopez. 2003. Automatic bone age 

assessment: a registration approach. Medical Imaging 

2003: Image Processing, Proceedings of SPIE, vol. 5032, 

pp. 1765-1776.  

[21] Santiago Aja-Fernandez, Rodrigo de Luis-Garcia, 

Miguel  Angel Martın-Fernandez, Carlos Alberola-

Lopez. 2004. A computational TW3 classifier for 

skeletal maturity assessment: A Computing with Words 

approach. Journal of Biomedical Informatics, vol. 37, 

no.2, pp. 99–107.  

[22] R. de Luis, M. Martın, J. I. Arribas, and C. Alberola. 

2003. A fully automatic algorithm for contour detection 

of bones in hand radiographies using active contours. 

Proc. IEEE Int. Conf. Image Process., vol. 2, pp. 421-

424.  

[23] Pan Lin, Feng Zhang, Yong Yang, Chong-Xun Zheng. 

2004. Carpal-Bone Feature Extraction Analysis in 

Skeletal Age Assessment Based on Deformable Model. 



International Journal of Computer Applications (0975 – 8887) 

Volume 45– No.18, May 2012 

20 

Journal of Computer Science and Technology , vol. 4, 

no. 3, pp. 152-156. 

[24] A. Tristan-Vega and J. I. Arribas. 2008. A radius and 

ulna TW3 bone age assessment system. IEEE Trans 

Biomed Eng, vol. 55, pp. 1463–1476. 

[25] A. Zhang , A. Gertych , B. Liu. 2007. Automatic bone 

age assessment for young children from newborn to 7-

year-old using carpal bones. Computerized Medical 

Imaging and Graphics , vol. 31 , Issue 4 - 5 , pp. 299 – 

310. 

[26] H. Thodberg, S. Kreiborg, A. Juul, and K. Pedersen. 

2009. The Bone Xpert Method for Automated 

Determination of Skeletal Maturity. IEEE Trans Med 

Imaging, vol. 28, no. 1, pp. 52–66.  

[27] D. Giordano, R. Leonardi, F. Maiorana, G. Scarciofalo, 

and C. Spampinato. 2007. Epiphysis and Metaphysis 

Extraction and Classification by Adaptive Thresholding 

and Dog Filtering for Automated Skeletal Bone Age 

Analysis. in Proc. of the 29th Conference on IEEE 

Engineering in Medicine and Biology Society, pp. 6551–

6556.  

[28] Chi-Wen Hsieh, Tai-Lang Jong, Yi-Hong Chou and 

Chui-Mei Tiu. 2007. Computerized geometric features of 

carpal bone for bone age estimation. Chinese Medical 

Journal,  120(9):767-770. 

[29] Zhao Liu, Jian Liu, Jianxun Chen, Linquan Yang. 2007. 

Automatic Bone Age Assessment Based on PSO. IEEE.  

[30] D. Giordano, C. Spampinato, G. Scarciofalo, R. 

Leonardi. 2010. An Automatic System for Skeletal Bone 

Age Measurement by Robust Processing of Carpal and 

Epiphysial/Metaphysial Bones. IEEE Trans. On 

Instrumentation and Measurement, vol.59, issue 10, pp. 

2539-2553. 

[31] P.Thangam, K.Thanushkodi, T.V.Mahendiran. 2011. 

Skeletal Bone Age Assessment – Research Directions. 

International Journal of Advanced Research in Computer 

Science, vol. 2, No. 5, pp. 415 - 423. 

[32] P.Thangam, K.Thanushkodi, T.V.Mahendiran. 2012. 

Computerized Convex Hull Method of Skeletal Bone 

Age Assessment from Carpal Bones. European Journal 

of Scientific Research,  Vol.70 No.3, pp. 334-344. 

[33] P.Thangam, K.Thanushkodi, T.V.Mahendiran. 2012. 

Efficient Skeletal Bone Age Estimation Method using 

Carpal and Radius Bone features. Journal of Scientific 

and Industrial Research, Vol. 71, No. 7, July 2012, in 

press. 

[34] P.Thangam, K.Thanushkodi, T.V.Mahendiran, 

“Computerized Skeletal Bone Age Assessment from 

Radius and Ulna bones. International Journal of Systems, 

Applications and Algorithms, Vol. 2, Issue 5, May 2012, 

in press. 

[35] P.Thangam, K.Thanushkodi, T.V.Mahendiran, “Skeletal 

Bone Age Assessment from Epiphysis/Metaphysis of 

phalanges using Hausdorff distance”, unpublished. 

[36] Chuck Ballard, Dirk Herreman, Don Schau, Rhonda 

Bell, Eunsaeng Kim and Ann Valencic, Data Modeling 

Techniques for Data Warehousing, IBM Redbooks, 

1998. 

[37] Jiawei Han, Micheline Kamber and Jian Pei, Data 

Mining: Concepts and Techniques, Morgan Kaufmann, 

Third edition, 2011. 

 


