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ABSTRACT 

This paper introduces an efficient approach to protect the 

ownership by hiding iris code from iris recognition system 

into digital image for an authentication purpose using the 

reversible watermarking scheme. This scheme embeds 

bookkeeping data of histogram modification and iris code into 

the first level high frequency sub-bands of images found by 

Integer Wavelet Transform (IWT) using threshold embedding 

technique. The watermarked-image carrying iris code is 

obtained after applying inverse IWT. Simply by reversing the 

embedding process, the original image and iris code are 

extracted back from watermarked-image. Authentication is 

done using the metric called Hamming Distance.Experimental 

results show that this approach outperforms the prior arts in 

terms of PSNR. Also, we tested with different attacks on 

watermarked-image for showing the sustainability of the 

system. 
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1. INTRODUCTION 
Biometric watermark is a technique that creates a link 

between a human subject and the digital media by embedding 

biometric information into the digital object. Watermarking 

biometric data is growing importance and is under research 

for authentication systems. According to Low et al. [1], 

biometric watermarking was introduced as the synergistic 

integration of biometrics and digital watermarking 

technology. In the battle of copyright piracy, several 

technological approaches and solutions have been suggested 

and implemented in [2]. The watermark is nowadays used in 

conjunction with several biometrics including fingerprint [3], 

signature [4], face [5], hand [6], voice[7], retina[8]. 

Choice of biometric technology should also include 

consideration of the following parameters, taking into 

consideration of the operational requirements. The parameters 

are Accuracy, Environment e.g. fully deployed battlefield, 

Ergonomics/ User-friendly, Stability and uniqueness of 

feature to be measured, Secure, Safety, Speeds of enrolment 

and recognition, Non-intrusiveness, Convenience, Cost, Size 

of stored template, Operational limitations e.g. finger and 

facial recognition through Nuclear Biological, 

Chemical/Chemical Biological Radiation clothing, 

Requirement ability to perform both identification and 

verification, Credible scientific background research, Human 

Acceptance and Robust. After consideration of all of the 

afore-mentioned biometric technologies, Iris is taken for our 

research work. 

However, as the need for security increases, research for more 

permanent form of biometric, which is difficult to replicate, is 

considered. One such biometric is human iris. Iris recognition 

is based on visible features, i.e. rings, furrows, freckles, and 

corona and is considered very challenging, as they possess a 

high degree of randomness. The Iris is completely formed by 

8th month of adults, and remains stable through life. 

Statistically more accurate than even DNA matching since the 

probability of 2 irises being identical is 1 in 10 to the power of 

78 [9].Iris is unique and best biometrics that is mainly used 

for the establishment of instant personal identity [10]. 

Compared with other biometric technologies, such as face, 

speech and finger recognition, iris recognition can easily be 

considered as the most reliable form of biometric technology 

[11]. However, they are susceptible to accidental and 

intentional attacks, when transmitted over network. Thus, a 

protective scheme is needed which will preserve fidelity and 

prevent alterations. This is more important with respect to 

biometric identifiers because of their uniqueness. A good 

solution to this situation is watermarking [12]. Several 

techniques exist for the protection of biometric data but this 

paper discusses a technique that integrates iris and digital 

watermarking for authentication reasons. Combining digital 

watermark and biometric for authentication is an emerging 

area. 

In most authentication techniques based on watermarking, the 

original image is inevitably distorted due to the authentication 

itself. Typically, this distortion cannot be removed completely 

due to quantization, bit-replacement, or truncation at the 

grayscale 0 and 255. Although the distortion is often quite 

small, it may be unacceptable for medical or legal imagery or 

images with a high strategic importance in certain military 

applications. Thus, it is desired to undo the changes 

introduced by authentication if the image is verified as 

authentic. Data embedding techniques satisfying this 

requirement, are referred to as reversible (also referred as 

lossless) image authentication techniques.To achieve the 

reversibility, invertible integer-to-integer wavelet transforms 

[13] areused. Yang et al. proposed a reversible watermarking 

scheme based on an integer discrete cosine transform (DCT) 

transform [14]. Xuan et al. reversibly embedded the 

watermark bits into the middle- and high-frequency integer 

wavelet coefficients [15]. Coltuc et al. proposed a reversible 

watermarking scheme based on an integer transform for pairs 

of pixels [16] and generalized it for groups of an arbitrary 

number of pixels. Tian [17] embeds the data using the 

difference expansion technique, resulting in one of the 

bestreversible data hiding methods among all reported in the 

literature. 

There have been only a few published papers. Irrespective of 

the technique or method used, the main objective of all these 

techniques is to produce a secure technique, which does not 

degrade the quality of the cover image and reduce recognition 

accuracy. In this paper, a novel image authentication method 
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for digital images using integer wavelet transform and 

threshold embedding technique based on iris recognition is 

proposed. The proposed authentication technique is rather 

simple and, yet, outperforms the prior arts. Both theoretical 

analysis and experimental results demonstrate the superiority 

of the proposed technique. The rest of the paper is organized 

as follows. A brief introduction of histogram modification is 

provided in Section 2. How our Iris recognition system works 

is discussed in Section 3. The proposed image authentication 

system is presented in Section 4. Section 5 describes how 

hamming distance is used for authentication. Some 

experimental results and performance analysis are given in 

Section 6. The conclusion is drawn in Section 7. 

2. HISTOGRAM MODIFICATION 
After iris codeis embedded into first level high frequency 

IWT coefficients, namely, HL1, LH1, HH1, it is possible that 

after inverse integer wavelet transform, the grayscale values 

of some pixels in the marked image may exceed the upper 

bound (255 for an eight-bit grayscale image) and/or the lower 

bound (0 for an eight-bit grayscale image). This phenomenon 

is called overflow/underflow. In order to prevent the overflow 

and underflow, histogram modification is applied to narrow 

down the histogram from both sides as shown in Fig. 1. 

(a) Original histogram 

(b)Modified histogram 

Fig 1: Histogram modification 

In order to illustrate the histogram narrow down process, we 

use the following simplified example, where the size of an 

original image is 6x6 with 8=23 grayscales (6x6x3) is shown 

in Fig. 2(a) and its corresponding histogram is shown in Fig. 

3(a).  

 

2 4 7 4 7 3 

3 4 5 3 4 1 

3 4 7 5 6 4 

0 2 2 4 5 4 

0 1 3 4 7 5 

0 3 4 5 3 2 
 

2 4 6 4 6 3 

3 4 5 3 4 2 

3 4 6 5 5 4 

1 2 2 4 5 4 

1 2 3 4 6 5 

1 3 4 5 3 2 

(a) Original Image data (b) Modified Image Data 

Fig 2: Illustrative example of histogram modification 

From Fig. 3(c),we can see that the range of modified 

histogram now is from 1 to 6 instead of from 0 to 7, i.e., no 

pixel assumes grayscales 0 and 7 after the histogram 

modification. During the modification (Ref. Fig. 3(b)), 

grayscale 1 is first merged into grayscale 2. Grayscale 0 then 

becomes grayscale1. In the similar way, grayscale 6 is first 

merged into grayscale 5. Grayscale 7 then becomes grayscale 

6. The modified image data is shown in Fig. 2(b). 

(a) Before modification 

(b) In modification 

 

(c) After modification 

Fig 3: Histogram of histogram modification process 

In narrowing down a histogram to the range [G/2, 255-G/2], 

we need to record the histogram modification information 

(bookkeeping information S) as part of the embedded 

data.Generally the amount of bookkeeping information is 

small. Through bookkeeping information the original image 

can be restored losslessly. For the above example, the 

histogram is narrowed down 1 gray scalefor both sides. G=2, 

G/2=1. Where S is the concatenation of the total book-keeping 

bit length 37 bits (00100101), compressed number of  gray 

scale 2 (010), the first histogram from left hand side grayscale 

―1‖ (001), record length 6 (0110), scan sequence (101101), 

the first histogram from right hand side grayscale ―6‖ (110), 

record length 6 (0110) , and the scan sequence (110111)i.e., 

[00100101   010   001   0110   101101   110   0110   110111] 
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3. IRIS RECOGNITION SYSTEM 
In this paper, we propose an approach for iris recognition 

consisting of four stages (Ref. Fig. 4): segmentation 

(localization), normalization, feature extractionand code 

generation. In this approach, Canny edge detector and Hough 

transforms are used to improve the speed and accuracy of the 

segmentation process. Segmented Iris is normalized using 

Daugman‘s rubber sheet model from [-320, 320] and [1480, 

2120] instead of the entire iris region. The features are 

extracted by convolving the 1D signal with help of 1D Log-

Gabor filter, FFT and inverse FFT, which is called phase data. 

These features are encoded efficiently using phase 

quantization technique to produce a feature vector with 

discriminating texture features and a proper dimensionality so 

as to improve the recognition accuracy and computational 

efficiency. 

 

Fig 4: Block diagram of an iris recognition system 

3.1 Segmentation 
The first stage of iris recognition is to isolate the actual iris 

region in a digital eye image. The Canny edge detector is 

adapted to find the edge map of the eye image and the Hough 

transform is employed to identify the inner and outer 

boundaries of the iris. The boundaries are utilized to isolated 

the iris region from the original eye image, which is shown in 

Fig. 5(d). 

3.1.1 Edge detection 
Edge detection is a one of the image processing technique 

which uses the abrupt changes in the illumination of the pixel 

values. Canny edge detector is a multi-step edge detection 

procedure and the result of Canny edge detector on eye image 

is given in Fig. 5(b). 

  

(a) Original eye image (b) After applying Canny 

edge detector 

  

(c) After applying Hough 

Transform 

(d) Isolated iris region 

Fig 5:Segmentation process of an iris recognition system 

3.1.2 Iris and pupil boundary detection 
The Hough transform is a standard computer vision algorithm 

that can be used to determine the parameters of simple 

geometric objects, such as lines and circles present in an 

image. The circular Hough transform is employed to deduce 

the radius and center coordinates of the pupil and iris regions. 

An edge map is generated by calculating the first derivatives 

of intensity values in an eye image and then thresholding the 

result. From the edge map, votes are cast in Hough space for 

the parameters of circles passing through each edge point. A 

maximum point in the Hough space is corresponding to the 

radius and center coordinates of the circle best defined by the 

edge points. Result of Hough transform employed on edge 

map of the original eye image is shown in Fig. 5(c). 

3.2 Normalization 
Once the iris region is successfully segmented from an eye 

image, the next stage is to transform the iris region so that it 

has fixed dimensions in order to allow comparisons. The 

dimensional inconsistencies between eye images are mainly 

due to the stretching of the iris caused by pupil dilation from 

varying levels of illumination. Other sources of inconsistency 

include, varying imaging distance, rotation of the camera, 

head tilt, and rotation of the eye within the eye socket.  

The normalization process will produce iris regions, which 

have the same constant dimensions, so that two photographs 

of the same iris under different conditions will have 

characteristic features at the same spatial location. Another 

point of note is that the pupil region is not always concentric 

within the iris region, and is usually slightly nasal. This must 

be taken into account if trying to normalize the ‗doughnut‘ 

shaped iris region to have constant radius. Normalization 

process involves unwrapping the iris and converting it into its 

Image Acquisition 

Segmantation 

Normalization 

Feature Extraction 

Code Generation 

-3.14 - 0.23i... 

-3.68 - 0.27i... 

00 00 10 11 11 01 
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polar equivalent. Result of Normalization for the segmented 

iris for [00, 3600] from the isolated iris region of the original 

eye image is shown in Fig. 6(a) 

The homogenous rubber sheet model devised by Daugman 

[18] is used to remap each point within the iris region to a pair 

of polar coordinates (r,θ) wherer is on the interval [0,1] and 

θis angle [0,2π]. The normalized pattern is created by 

backtracking to find the Cartesian coordinates of data points 

from the radial and angular position in the normalized pattern. 

From the ‗doughnut‘ iris region, normalization produces a 2D 

array, which is shown in Fig. 6(a) with horizontal dimensions 

of angular resolution and vertical dimensions of radial 

resolution. In order to prevent non-iris region data from 

corrupting the normalized representation, data points which 

occur along the pupil border or the iris border are discarded. 

As we use Daugman‘s rubber sheet model, removing 

rotational inconsistencies is performed at the matching stage 

during authentication. The normalization process proved to be 

successful and some results are shown in [18].  

Since in most cases the upper and lower parts of the iris area 

are occluded by eyelid, it is decided to use only the left and 

right parts of the iris area for iris recognition. Therefore, the 

whole iris [00, 3600] is not transformed in the proposed system 

i.e. normalizing the iris from [-320, 320] and [1480, 2120], 

ignoring both upper and lower eyelid areas is carried out like 

Mohammed A. M. Abdullah et. al. adapted in [19]. Result of 

Normalization from [-320, 320] and [1480, 2120] for the 

segmented iris from the original eye image is shown in Fig. 

6(b).The size of the rectangular block is reduced accordingly. 

Left and right side of same iris image of size 86 × 10 is 

obtained. By applying this approach, detection time of upper 

and lower eyelids and 64.4% cost of the polar transformation 

are saved (Ref. Fig. 6). Results have shown that information 

in these portions of iris is subjective for iris recognition. 

  

a) Normalized iris for [00, 3600] b) Normalized iris from [-

320, 320] and [1480, 2120] 

Fig6:Normalization of iris 

3.3 Feature extraction 
Feature extraction is implemented by convolving the 

normalized iris pattern with 1D Log-Gabor wavelets [20]. The 

2D normalized pattern is broken up into a number of 1D 

signal, and then these 1D signals are convolved with 1D Log-

Gabor wavelets using FFT and inverse FFT [21]. The rows of 

the 2D normalized pattern are taken as the 1D signal; each 

row corresponds to a circular ring on the iris region.The 

angular direction is taken rather than the radial one, which 

corresponds to columns of the normalized pattern, since 

maximum independence occurs in the angular direction.  The 

intensity values at known noise areas in the normalized 

pattern are set to the average intensity of surrounding pixels to 

prevent influence of noise in the output of the filtering. This 

process can be explained with the following example. Assume 

a 6 X 6 matrix from normalized iris, as follows 

120 125 150 160 150 120 

120 123 156 166 156 120 

125 125 155 165 155 120 

124 124 154 164 154 120 

122 122 152 162 152 120 

127 127 157 167 157 120 

After convolution with 1D Log-Gabor wavelet filter using 

FFT and inverse FFT, the following complex number matrix 

is produced as features.   
-3.14 -i0.23   -1.44 -i2.82   1.75 -i2.69   3.23 +i0.17   1.44 +i2.92   -1.84 +i2.64 

-3.68 -i0.27   -1.67 -i3.31   2.06 -i3.14   3.76 +i0.21   1.68 +i3.42   -2.15 +i3.10 

-3.33 -i0.23   -1.58 -i3.00   1.86 -i2.92   3.48 +i0.17   1.55 +i3.15   -1.98 +i2.82 

-3.32 -i.018   -1.61 -i2.97   1.82 -i2.92   3.46 +i0.14   1.57 +i3.11   -1.93 +i2.82 

-3.28 -i0.09   -1.66 -i2.89   1.73 -i2.92   3.14 +i0.07   1.61 +i3.02   -1.82 +i2.82 

-3.37 -i0.32   -1.53 -i3.07   1.95 -i2.92   3.53 +i0.25   1.51 +i3.25   -2.09 +i2.82 

3.4 Iris code generation 
The feature extracted using 1D Log-Gabor wavelet filter, FFT 

and IFFT is given as the input to the phase quantization 

process to produce the template with binary values of 0‘s and 

1‘s. This result is also known as iris code. In the phase 

quantization, if both real and imaginary parts are +ve, 11 is 

assigned.  If both real part and imaginary parts are –ve then 

the 00 is assigned. As well as, if the real part is +ve and 

imaginary part is –ve, 10 is assigned and if the real part is -ve 

and imaginary part is +ve , 01 is assigned. This logic is shown 

in Fig.7for generating the iris code. 

 
Fig 7: Phase quantization 

The output of feature extraction is phase quantized to four 

levels [22], with each filter producing two bits of data for each 

pixel. The output of phase quantization is chosen to be a grey 

code, so that when going from one quadrant to another, only 1 

bit changes as like following. 

 
This minimizes the number of bits disagreeing, if say two 

intra-class patterns are slightly misaligned and thus provide 

more accurate recognition. The encoding process produces a 

bitwise template containing a number of bits of information, 

even though the phase information is meaningless at regions 

where the amplitude is zero. The total number of bits in the 

template is twice the product of the angular resolution times 

and the radial resolution times. 

4. PROPOSED AUTHENTICATION 

SYSTEM 
We decided to use the CDF (Cohen-Daubechies-Fauraue) 

(2,2) integer wavelet transform, adopted by JPEG2000 for 

image lossless compression, to obtain the wavelet 

coefficients. Because of what is called frequency mask, the 

data embedded into in the first level high frequency sub-
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bandswill have less visible artifact to human eyes. In the 

enrolment process of the proposed authentication system (Ref. 

Fig. 8) embeds iris code, which is generated in the phase 

quantization process of iris recognition system, lossless into 

the first level high frequency sub-bands of images using 

threshold embedding technique.  

Fig 8: Enrolment process of proposed authentication 

system 

To embed iris code into a high frequency coefficient x, the 

absolute value of the coefficient is compared with predefined 

T. If |x| <T, the coefficient value is doubled and the new LSB 

is replaced with an iris code bit. The resultant coefficient is 

denoted by x‘. Otherwise, if x ≥ T, the coefficient will be 

added by T, if x ≤ -T, the coefficient will be subtracted by (T-

1), and no bit is embedded into this coefficient. These rules 

can be summarized as eq. (1). 

 2*x + b,        if | x | < T 

 x’ =    x + T,            if x ≥ T 

 x – (T – 1),    if x ≤ − T  (1) 

Histogram modification is performed prior to iris code 

embedding to ensure no overflow/underflow will take place. 

The bookkeeping data of histogram modification and the iris 

code are embedded into the high frequency IWT coefficients. 

The Watermarked-image carrying hidden iris code is obtained 

after inverse integer wavelet transform.  

In the verification process of proposed authentication system, 

simply by reversing the embedding process the original image 

and iris code are extracted back from watermarked-image. 

Then this extracted iris code is used to authenticate the 

original image by matching with the iris code generated from 

the live person as like shown in Fig. 9.  This matching process 

is explained in the next section. At first, IWT is applied on 

Watermarked-image to find sub-bands with iris code, and then 

iris code and bookkeeping data of histogram modification are 

extracted from these sub-bands. For a coefficient, if it is less 

than 2T and larger than (-2T+1), the LSB of this coefficient is 

the bit embedded into this coefficient.Otherwise, we jump to 

the next coefficient since the current coefficient has no hidden 

iris code in it. 

Besides hidden iris code extraction, the original cover image 

should able to be recovered. Concretely, each high frequency 

coefficient can be restored to its original value by applying the 

eq. (2). 

 
𝑥′

2
    ,  if   -2T + 1 <x’ <2T 

x = x’ – T,  ifx’ ≥ 2T 

x’ + T – 1,  if  x’ ≤ – 2T + 1     (2) 

Where    y    takes the largest integer value that is smaller 

than y. After extraction, inverse IWT is applied with 

untouched sub-band and processed sub-bands with iris code. 

Finally, original image is recovered by making 

inversehistogram modification.  

5. IRIS MATCHER 
The Hamming distance is chosen as a metric for 

authentication, since bit-wise comparisons are necessary. The 

Hamming distance algorithm employed in such that only 

significant bits are used in calculating the Hamming distance 

between two iris codes. The Hamming distance gives a 

measure of how many bits are not same between two bit 

patterns. Using the Hamming distance of two bit patterns, a 

decision can be made as to whether the two patterns were 

generated from different irises or from the same one. In 

comparing the bit patterns X and Y, the Hamming distance, 

HD, is defined as the average of sum of disagreeing bits (Ref. 

eq. 3) i.e., Sum of the exclusive-OR between X and Y over 

Ndivided by N, the total number of bits in the bit pattern. 

𝐻𝐷 =
1

𝑁
 𝑋𝑗

𝑁

𝑗 =1

 𝑋𝑂𝑅 𝑌𝑗  

                    (3) 

Since an individual iris region contains features with high 

degrees of freedom, each iris region will produce a bit-pattern 

which is independent to that produced by another iris, on the 

other hand, two iris codes produced from the same iris will be 

highly correlated. 

If two bits patterns are completely independent, such as iris 

templates generated from different irises, the 

Hammingdistance between the two patterns should equal 0.5. 

This occurs because independence implies the two bit patterns 

will be totally random, so there is 0.5 chance of setting any bit 

to 1, and vice versa. Therefore, half of the bits will agree and 

half will disagree between the two patterns. If two patterns are 

derived from the same iris, the Hamming distance 

betweenthem will be close to 0.0, since they are highly 

correlated. The False Match Rates, Either Observed in the 

Distribution of Scores or Predicted Theoretically [22] are 

tabulated as a Function of Possible Decision Policy Match 

Criteria Imposed on the Normalized Hamming Distance 

Scores. 

In order to account for rotational inconsistencies, when the 

Hamming distance of two templates is calculated, one 

template is shifted left and right bit-wise and a number of 

Iris Recognition 
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Hamming distance values are calculated from successive shifts. This bit-wise shifting in the horizontal direction 

 

Fig 9: Verification process of proposed authentication system 

 

corresponds to rotation of the original iris region by an angle 

given by the angular resolution used. If an angular resolution 

of 180 is used, each shift will correspond to a rotation of 2 

degrees in the iris region. This method is suggested by 

Daugman [22], and corrects for misalignments in the 

normalized iris pattern caused by rotational differences during 

imaging. From the calculated Hamming distance values, only 

the lowest is taken, since this corresponds to the best match 

between two templates. 

The actual number of shifts required to normalize rotational 

inconsistencies will be determined by the maximum angle 

difference between two images of the same eye, and one shift 

is defined as one shift to the left, followed by one shift to the 

right.Since, phase quantization generates two bits of 

information from one pixel of the normalized region, here two 

bits are shifted.We suggest the threshold (TH) for HD as 0.32 

for CASIA-IrisV3-Interval. So if the HD value is less than TH 

is nearly matching, if the HD value is 0.0 is exactly matching 

and if the HD value is more than TH is not matching. Based 

on this threshold value of HD, Iris Matcher accepts/rejects the 

image authentication. 

6. RESULTS AND DISCUSSION 
For our test, iris images are taken from CASIA-IrisV3-

Interval database, freely available for research on the internet 

on CASIA website. We tested the proposed scheme with Lena 

image, Boat, Baboon, Pepper, House image etc., and various 

eye images in the database. The quality of watermarking is 

generally measured with PSNR. If it is more than 30dB, it is 

good and cannot be identified by naked eye. For most of the 

test using threshold embedding technique, it is more than 

45dB. One such example test result is shown in Fig. 10. In 

which, PSNR of watermarked image with original Lena image 

is 52.42dB for T=6, which is 2dB more than different 

expansion method [17]and 4dB more than DCT method [14]. 

For all testing without attack, original image is recovered 

properly and iris matcher accepts for the correct person eye 

and rejects for other person eye. When tested with correct 

person HD is closed to 0.0 but for wrong person it is more 

than 0.32. 

   

a) Original Image b) Watermarked 

image (PSNR: 

52.42dB) 

c) Recovered 

Image 

Fig 10: Result of loss less iris code hiding and extraction 

Also, this paper evaluates the system based on the verification 

accuracy and quality of de-watermarked images. The 

proposed system apprised using 10 attacks, namely, Gamma 

(0.5) in darker, Gamma (1.5) in lighter, JPEG with Quality 

Factor 50%,  Median Filter (3 x 3), Blurring (3 x 3), Gaussian 

Noise (3 x 3), Cropping (10 pixels), Resize (90%), Rotation 

Iris Matcher 

Iris Code Extraction and Image Recovery 
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00 00 10 11 11 01 
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(10o) and Affine Transform andalso evaluated when no attack 

is performed.  

Table 1. Quality and verification accuracyforLena image 

for DCT method [14] 

Attack 
PSNR 

(dB) 
HD 

Iris 

Matcher 

No attack Infinity 0.000 Accepts 

Gamma (0.5)  

Darker 
33.55 0.257 Accepts 

Gamma (1.5)  

Lighter 
29.22 0.355 Rejects 

JPEG (50%) 30.54 0.272 Accepts 

Median Filter (3 x 

3) 
30.04 0.292 Accepts 

Blurring (3 x 3) 27.56 0.431 Rejects 

Gaussian Noise 

(3x3) 
35.78 0.231 Accepts 

Cropping (10 

pixels) 
NA 0.200 Accepts 

Resize (90%) NA 0.313 Accepts 

Rotation (10o) NA 0.492 Rejects 

Affine Transform NA 0.518 Rejects 

NA- Not applicable due to different size 

Table 2. Quality and verification accuracyof Lena image 

for different expansion method [17]  

Attack 
PSNR 

(dB) 
HD 

Iris 

Matcher 

No attack Infinity 0.000 Accepts 

Gamma (0.5)  

Darker 
35.95 0.233 Accepts 

Gamma (1.5)  

Lighter 
31.13 0.242 Accepts 

JPEG (50%) 33.18 0.216 Accepts 

Median Filter (3 x 

3) 
31.37 0.248 Accepts 

Blurring (3 x 3) 29.11 0.331 Rejects 

Gaussian Noise 

(3x3) 
37.96 0.211 Accepts 

Cropping (10 

pixels) 
NA 0.100 Accepts 

Resize (90%) NA 0.299 Accepts 

Rotation (10o) NA 0.452 Rejects 

Affine Transform NA 0.495 Rejects 

NA- Not applicable due to different size 

Table 3. Quality and verification accuracy of Lena image 

for threshold embedding method 

Attack 
PSNR 

(dB) 
HD 

Iris 

Matcher 

No attack Infinity 0.000 Accepts 

Gamma (0.5)  

Darker 
37.75 0.229 Accepts 

Gamma (1.5)  

Lighter 
33.32 0.255 Accepts 

JPEG (50%) 34.43 0.279 Accepts 

Median Filter (3 x 

3) 
33.00 0.297 Accepts 

Blurring (3 x 3) 31.30 0.281 Accepts 

Gaussian Noise 

(3x3) 
39.26 0.281 Accepts 

Cropping (10 

pixels) 
NA 0.100 Accepts 

Resize (90%) NA 0.293 Accepts 

Rotation (10o) NA 0.472 Rejects 

Affine Transform NA 0.478 Rejects 

NA- Not applicable due to different size 

Experiments on various images for above mentioned attacks 

are conducted. PSNR for the original and recovered image 

after attack on watermarked image, HD between original iris 

code and extracted iris code and Iris matcher decisionof Lena 

image for the above mentioned attacks for DCT method 

[14],different expansion method [17] and threshold 

embedding method are given in table 1, 2 and 3 

respectively.From the tabulated data it is very clear that 

threshold embedding method outperforms in terms of PSNR 

and iris matcher decision. 

7. CONCLUSION 
This paper has introduced an efficient authentication 

watermarking scheme to protect the ownership of digital 

image using biometric watermarking approach. A novel 

lossless iris code hiding method for digital images using 

integer wavelet transform and threshold embedding technique 

is used.In Iris recognition, the iris has segmented by a simple 

and fast technique and introduced the 320 normalisation 

method to eliminate the detection time of upper and lower 

eyelids and to reduce 64.4% cost of the polar transformation. 

The original cover image can be recovered without any loss, if 

the watermarked-image has not been lossy processed. The 

visual quality of the watermarked-image and the verification 

accuracy even after attacks are the best among the existing 

lossless data hiding methods. It can be stated that the iris code 

can act as an access granting mechanism in the sourceand 

destination place and upon successful identification.As a 

conclusion remarks,this iris codebased reversible 

watermarking is an effective and efficient methodto 

authenticate an image. 
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