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ABSTRACT 

The study of the human visual system (HVS) is very 

interesting to quantify the quality of an image or to predict 

perceived information. The contrast sensitivity function (CSF) 

is one of the main ways to incorporate the HVS properties 

in an imaging system. It characterizes its sensitivity to spatial 

and temporal frequencies. In this paper we are interested in 

establishing a metric with full reference to the image and 

video. We realize in our algorithm, the FFT transformation to 

apply the CSF function. Our method is applicable to any size 

of image and video sequence by increasing its size at powers 

of two. This increase is achieved by adding "mirror image". 

The experimental results show that our method keeps better 

the different frequency components. She is more efficient than 

the method of "zero padding" and returns results very close to 

those of the DFT transformation. 

General Terms 

Signal processing, image quality metric. 

Keywords 

 PSNR "Peak Signal-to-Noise Ratio";CSF "contrast sensitivity 

function"; HVS " human visual system "; FFT " Fast Fourier 
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1. INTRODUCTION 
Recently, human visual system’s characteristics widely used 

measure the visibility of errors between a reference image and 

another deformed. An objective quality measures should 

provide strong correlation with those provided by observers. 

There are many methods to evaluate the quality of a degraded 

image. They can be classified into three categories according 

to the data they need to produce their measurement: 

- Quality criteria with full reference (FR) require the provision 

of the original image [1, 3, 6]. 

- Quality criteria with reduced reference (RR) need only a 

description of the original image. The quality score is 

determined from the degraded image and the reduced 

reference. The choice of descriptors is a key element in the 

development of such a criterion. They are used when it is 

impossible to have two images together (transmission 

constraint). Thus, their performance is lower than the criteria 

with full reference [17, 18]. 

- Quality criteria without reference (NR) need to know 

anything about the original image. They also apply when we 

have transmission constraints, and used with systems where 

the damage cause is known in advance [19, 20]. 

The image quality metrics can be also classified according to 

their complexity into four categories: 

- The mathematical metrics: These are the most common 

criteria for quality assessment. They are based on simple 

mathematical measures such as distances or measures derived 

from signal processing such as mean squared error (MSE) or 

signal to noise ratio (SNR). 

-   Approaches based on structural fidelity: The criteria for 

adopting this approach are more recent. They are not based on 

properties of low vision, but on high properties on the human 

visual system response to a degraded image. The main 

hypothesis is that our perception is particularly suitable for the 

extraction of structural information of an image. The idea is to 

measure the degradation of this structural information [1, 2]. 

- Metrics based on modeling mono-channel: The first models 

of the human visual system based on an approach with 

a single channel. The visual system is then seen as a spatial 

filter whose characteristics are defined by a function of 

contrast sensitivity [3, 4, 5]. 

- Metrics based on modeling multi-channel: These metrics 

can characterize the effects of masking better than those with 

single-channel because they can partially integrate some 

specificity of receptive fields in the human visual system. In 

recent years, these criteria become even more popular [6, 7, 

8]. 

In fact, this paper present a novel quality metric based on 

CSF, with a new scheme to achieve the FFT transform on 

image and video. 

This paper is organized as follows; in section 2 contrast 

sensitivity function is briefly introduced. The generation of 

sequences degraded is introduced in section 3. Section 4 

shows the proposed models and the new scheme to achieve 

the FFT transform of any size. The results are discussed in 

section 5. Finally; section 6 is devoted to conclusion. 

2. CONTRAST SENSITIVITY 

FUNCTION 
The contrast sensitivity function known (CSF), is based on the 

ability of visual system to detect differences in luminance, 

thus determine the existence of edges between homogeneous 

surfaces. It expresses the sensitivity variation of the human 

visual system to the contrast versus different spatial 

frequencies. 

Several studies have led to define the sensitivity as a function 

of spatial frequencies. The resulting curve is the CSF function 

of the examination subject taking into account the experiment 

conditions (the nature of the stimulus used, viewing distance, 

viewing angle, monocular or binocular vision, etc...). 
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Therefore, there are as many ways as CSF examination. 

Usually, only two results obtained by the same procedure will 

be comparable. Studies have led find analytical formula close 

to the experimental results. Among the best known, we can 

cite the model of Mannos and Sakrison [3] the model of Nill 

[9] and the model of Ngan [10]: 

1.1
(0.114f)-

e 0.114f)+2.6(0.0192=  (f)
Set  M

CSF  
(1) 

 e 0.45f)+(0.2=  (f)  CSF -0.18f

Nill  (2) 

 e 0.69f)+(0.31=(f) CSF -0.29f

Ngan  
(3) 

3. GENERATION OF DEGRADED 

SEQUENCES  

 
Fig 1. (a) Original sequence. (b) Sequence degraded with 

QP = 26 (c) Sequence degraded with QP = 32. (d) 

Sequence degraded with QP = 44 

To evaluate the performance of the proposed method, we used 

a set of sequences CIF (352,288). The generation of degraded 

sequences was performed with JM 10.1, free code encoder 

H264 [11].  

The first image is encoded in intra mode to build the frame I. 

As a result, all other images are coded in inter mode with 

motion estimation for macro blocks of size 16 × 16 (P frame). 

This step is performed for different quantization factors 

QP. Thus, for each original sequence, we obtain set degraded 

sequences. 

Figure 1-a represents an original sequence, Figure 1-b is a 

sequence degraded with QP = 26, Figure 1-c is a sequence 

degraded with QP = 32, Figure 1-d is a sequence degraded 

with QP = 32. 

 

 

 

4. THE PROPOSED MODEL  
The proposed model is represented in Figure 2. 
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Fig 2. The proposed model 

Firstly, a two dimension Discrete Fourier transform (DFT 2d) 

is applied to both original and degraded image. Then each 

spatial frequencies horizontal and vertical (f (u),f (v)) is 

converted to (cycle /degree) . This operation is performed 

according to the expressions (4 and 5) [12]: 

N) 1)/(Δ-(u=f(u)
 

(4) 

N) 1)/(Δ-(v=f(v)
 

(5) 

Where N is the number of frequencies and   = 0.25 mm (the 

dot pitch) and u, v =1, 2, 3…N. 
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Where, "dis" is the viewing distance in millimetres.  

The filtering operation is performed by multiplying each 

resulting value of the DFT (real part and imaginary part) by 

the coefficient of contrast sensitivity functions corresponding: 

) CSF(f×f=(filtred)f sss  
(7) 

Based on our previous works [13], we found that Nill filter [9] 

is best suited to our application and it gives better results in 

terms of correlation with the human visual system (see fig. 3). 

 
Fig 3. Contrast sensitivity function (CSF) 

There are two ways to filter an image from a CSF space (see 

fig. 4) [14]. The first is based on the CSF normalization to the 

frequency peak [15]. For frequencies below the peak value, 

the coefficient 1 is applied which preserve the signal. 
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The other way is based on the normalization of the CSF to the 

reference frequency (spatial frequency of the stimulus 

reference). In this case, the coefficient of 1 is applied for 

frequencies below the reference value. 
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Fig 4. CSF conventional filtering approaches 

In our study, we use the first method with a peak frequency 

equal to 5 cycles / degree (see fig. 5). 

 
Fig 5. (a) 2D CSF. (b) 2D CSF for luminance 

After the filtering operation, we realized the inverse DFT in 

order to reconstruct the original image and degraded. Finally, 

we calculate the PSNR between two images using the 

following expressions: 

    
2M
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So we have for each viewing distance a different PSNR for 

the same image. In fact, a distortion visible for a distance of 

500 mm can be invisible for a distance of 3000 mm (see 

fig.6). 

 
Fig 6. Fourier spectrum of the luminance component (a) 

unfiltered. (b) filtered to 500 mm. 

(c) filtered to3000 mm 

But the problem is that the DFT is very heavy in terms of 

computation time especially for video sequences. Therefore, 

we must find a way to increase speed. As a solution, we use 

the FFT (Fast Fourier Transform) instead of DFT. There are 

many FFT algorithms that require having an image size of 

power of two. So, we have to increase the image size 

(512,512). The traditional way is the “zero padding” [16]: the 

neighborhood outside of the image is regarded as a set of 

pixels of null values (see fig.7). 

 
Fig 7. Zero padding 

Our idea is to use a sort of “image Mirrors” which consist 

to copy the pixels from the image itself rather than complete 

nulls with pixels (see fig.8). 

 
Fig 8. Mirrors of image 
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Our method keeps the DC component because the filling with 

zeros “zero padding” tends to decrease this component. On 

the other hand, our method better preserves the nonzero 

components. In fact, the method of zero padding introduces 

zones that do not include these non-zero frequency 

components and reduces their importance. Our method tends 

to keep the influence of these frequency components by 

copying different parts of the original image. 

5. RESULTS AND DISCUSSION 

5.1 Results with DFT 
We apply our model for Akiyo, foreman and mobile sequence 

with a quantization factor of (44, 32, and 26); the results of 

PSNR are shown in Table 1. 

Table1 PSNR at different viewing distances 

 Dist 

(mm) 

500 1000 1500 2000 2500 3000 

Akiyo Qp=26 46.63 49.81 51.53 52.61 53.42 54.06 

Qp=32 42.10 45.27 47.28 48.75 49.84 50.68 

Qp=44 33.17 35.87 37.80 39.34 40.61 41.69 

Foreman Qp=26 45.43 49.36 51.37 52.61 53.51 54.11 

Qp=32 40.72 44.38 46.65 48.28 49.53 50.51 

Qp=44 31.23 33.74 35.64 37.26 38.62 39.75 

mobile Qp=26 45.70 49.95 51.82 52.86 53.58 54.09 

Qp=32 40.17 44.99 47.28 48.77 49.77 50.51 

Qp=44 29.24 33.77 36.26 38.04 39.45 40.26 

These results are expected: when gets enlarged viewing 

distance we have an amelioration of PSNR. That means that 

when the observation distance increases, there are forms of 

distortion that HVS cannot detect. 

5.2 Comparison of FFT padding and FFT 

mirror with DFT in the original sequences 
We use firstly a comparison based on the original sequence 

comparing our method and the zero padding method to the 

DFT scheme (see fig.9). 
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Fig 9. Comparison of FFT padding and FFT mirror with 

DFT in the same sequence 

After the filtering operation, we return to the initial size of the 

image (352, 288). The results are shown in the table 2. 

Table 2 comparison PSNR DFT / FFT padding and DFT / 

FFT mirror 
 Distance 

(mm) 

500 1000 1500 2000 2500 3000 

Akiyo DFT/FFT 

padding 

32.33 32.26 31.42 30.60 29.89 29.27 

DFT/FFT 

mirror 

38.62 35.75 34.07 32.81 31.82 31.02 

Foreman DFT/FFT 

padding 

30.11 29.01 27.56 26.35 25.35 24.51 

DFT/FFT 

mirror 

36.37 34.47 33.90 33.45 32.67 32.43 

Mobile DFT/FFT 

padding 

31.27 30.45 29.46 28.59 27.85 27.21 

DFT/FFT 

mirror 

39.03 37.69 36.42 35.43 34.68 34.07 

 

These results show that the PSNR is higher for the DFT/FFT 

mirror comparison. The FFT mirror is closer to DFT.  

The superiority of our method manifests primarily on the 

short distances. Indeed, the distortions are better perceived by 

the human visual system and therefore the contrast sensitivity 

function is less selective at high frequencies. These results 

show that our method better keeps the high frequencies that 

the method of zero padding. 

5.3 Comparison of FFT padding and FFT 

mirror with DFT by using the original and 

the degraded sequences 
To compare the two methods we use the following chart (see 

fig 10). 
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Fig 10. Comparison of FFT padding and FFT mirror with 

DFT by using the original and the degraded sequences 

The results are shown in the table 3. These results show that 

generally, the PSNR resulting is closer to the PSNR of the 

DFT scheme. For example, we notice that the PSNR is the 

same for both methods for the sequence mobile with a 

distance of 500 mm, Qp=32 and 26. We test our method on 

several types of sequences (Foreman, Akiyo and Mobile) and 

several values of Qp (26, 32 and 44) and we found similar 

results. 
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5.4 Speed in execution time 
Our method was developed with Microsoft visual C++ 6.0 

using a Pentium 4 machine (Horologe frequency: 2GHz, 1 GB 

of RAM). 

For a single image, the time needed to establish the DFT 

operation is 52921 ms. For cons, the FFT operation requires 

only 1750 ms. So we have an algorithm 30 times faster. As a 

result, this model is applicable for images as well as for video 

sequences. 

 

Table 3 results of both methods 

  Distance(mm) 500 1000 1500 2000 2500 3000 

Akyio PSNR 

(Qp=44) 

DFT 33.17 35.87 37.80 39.34 40.61 41.69 

FFT zero padding 33.28 35.93 37.87 39.39 40.64 41.71 

FFT Mirror 33.19 35.86 37.78 39.30 40.53 41.57 

PSNR 

(Qp=32) 

DFT 42.10 45.27 47.28 48.75 49.84 50.68 

FFT zero padding 42.13 45.28 47.33 48.80 49.93 50.78 

FFT Mirror 42.11 45.22 47.25 48.70 49.80 50.65 

PSNR 

(Qp=26) 

DFT 46.63 49.81 51.53 52.61 53.42 54.06 

FFT zero padding 46.63 49.84 51.59 52.68 53.45 54.08 

FFT Mirror 46.64 49.81 51.51 52.63 53.37 54.00 

Foreman PSNR 

(Qp=44) 

DFT 31.23 33.74 35.64 37.26 38.62 39.75 

FFT zero padding 31.29 33.76 35.63 37.22 38.56 39.67 

FFT Mirror 31.24 33.73 35.56 37.13 38.45 39.55 

PSNR 

(Qp=32) 

DFT 40.72 44.38 46.65 48.28 49.53 50.51 

FFT zero padding 40.76 44.44 46.73 48.36 49.67 50.62 

FFT Mirror 40.71 44.37 46.61 48.26 49.47 50.46 

PSNR 

(Qp=26) 

DFT 45.43 49.36 51.37 52.61 53.51 54.11 

FFT zero padding 45.47 49.40 51.47 52.75 53.59 54.24 

FFT Mirror 45.41 49.35 51.33 52.62 53.46 54.11 

Mobile PSNR 

(Qp=44) 

DFT 29.24 33.77 36.26 38.04 39.45 40.26 

FFT zero padding 29.28 33.84 36.34 38.15 39.57 40.47 

FFT Mirror 29.23 33.75 36.22 37.98 39.37 40.50 

PSNR 

(Qp=32) 

DFT 40.17 44.99 47.28 48.77 49.77 50.51 

FFT zero padding 40.23 45.02 47.50 49.06 50.13 50.92 

FFT Mirror 40.17 44.90 47.32 48.80 49.86 50.61 

PSNR 

(Qp=26) 

DFT 45.70 49.95 51.82 52.86 53.58 54.09 

FFT zero padding 45.75 50.09 52.04 53.11 53.90 54.51 

FFT Mirror 45.70 49.96 51.89 52.96 53.68 54.24 

 

6. CONCLUSION 
In this paper we present a quality metric based on the contrast 

sensitivity function CSF. Our idea is that we cannot give a 

quality factor at all distances of observation, but what is 

visible from a distance may be invisible to another longer. So 

for each viewing distance we have a factor that gives the 

image quality. 

We also present the method of mirror image, which allowed 

us to increase the size of the image to the power of two to use 

the fast Fourier transform FFT instead of the discrete Fourier 

transform DFT. The goal is to increase the speed of the metric 

that allows us to use it for movies.  
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