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ABSTRACT 

Data Mining is the efficient knowledge discovery form 

database. It is also form of knowledge discovery essential for 

solving problem in specific domain like health care, business 

and other field.  The proposed system is based on population 

based on heuristic search technique, which can used to solve 

combinatorial optimization problem. Our research focus on 

studying the hybrid algorithm that result in performance and 

enhancement in classification rule discovery task.  In standard 

Particle Swarm Optimization (PSO) the non oscillatory route 

can quickly cause a particle to stagnate and also it may 

prematurely converge on suboptimal solution that is not even 

guaranteed to local optimal solution.  In this paper we have 

present novel hybrid algorithm, PSO with Dynamic Inertia 

Weight and Genetic Algorithm (GA) approach for 

classification rule. The selection of inertia weight was very 

important to ensure the convergent behavior of particle In this 

hybrid algorithm approach incorporates a dynamic inertia 

weight in order to help the algorithm to find global and 

overcome the problem convergence to local optima, 

essentially GA can perform a global search over the entire 

search space with faster convergence speed. Thus the hybrid 

algorithm is easily implemented because of use of simple 

classifier it has, its computational complexity is low, are the 

special characteristics for the use of this hybrid algorithm. 
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1. INTRODUCTION 
The data mining technology [1] is one of the comprehensive 

applications of technology item relying on the database 

technology, medical analysis, statistical analysis, artificial 

intelligence and other field. It is found in large data 

warehouse and extract hidden in which information is a new 

technology, helping decision-makers search Data between the 

potential links and found neglected factor. 

1.1 Data Mining Classification 
The classification process [3] has two phases; the first phase is 

learning process whereby training data are analyzed by 

classification algorithm. Learned model or classifier is 

represented in the form of classification rules. The second 

phase is classification, and test data are used to estimate the 

accuracy of classification rules. If the accuracy is considered 

acceptable, the rules can be applied to the classification of 

new data (Fig. 1, 2). Some of the techniques that are used for 

data classification are decision tree, Bayesian methods, 

Bayesian network, rule-based algorithms, neural network, 

support vector machine, association rule mining, k-nearest-

neighbor, case-based reasoning, genetic algorithms, rough 

sets, fuzzy logic. In this study, our discussion focuses on 

classification techniques i.e. heuristic search. However, 

decision tree and neural network are found useful in 

developing predictive models in many fields.  

 

Fig 1: Classification (Training Data Set) 

1.2 Rule Discovery 
Rules [2] can express general knowledge about actions or 

conclusions in given circumstances. In the if-then format, 

rules are an easy way to represent cognitive processes in 

psychology and a useful means to encode expert knowledge. 

Here we define the domain rules as the set of rules that bear 

domain semantics and can explain all the domain instances.  

 

Fig.1.Classification (Training Data Set) 

The task of rule learning is to learn or discover a set of rules 

from given instances called training instances. Ideally, the 

learned rules as a whole should explain not just the training 

instances but also unseen instances in the domain—an issue 

known as generalization. This forms the basis of evaluating 

the performance of a learning system. 

2. PARTICAL SWARM OPTIMIZATION 
The Particle swarm Optimization (PSO) Introduced by 

Kennedy and Eberhart in 1995 [4, 6], PSO is a stochastic, 

population-based evolutionary algorithm [5].It is based on 

social-psychological principles and provides insights into 
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social behavior, like simulates the behaviors of bird flocking. 

In PSO, a fitness function is designed to evaluate a particle 

solution for a given problem. A communication structure is 

also defined by connecting neighbors to each individual 

particle to interact with. At the beginning of evolution, an 

initial population of individual particles is defined by random 

guesses as candidate solutions. An iterative process to 

improve these candidate solutions using the fitness function is 

set in motion. The individual particles in the population are 

iteratively evaluated, are assigned a fitness value, and 

remember the locations at their best success. The individual’s 

best solution is often called the local best. Each individual 

particle makes this information available to their neighbors. 

They are also able to see their neighbors’ success (local best).  

PSO   algorithms   make   use   of   particles   moving   in   an   

n- dimensional s p a c e  t o  sea rch  f o r  s o l u t i o n s  f o r    

an n -variable function optimization problem. A particle 

decides where to move next, considering its own experience, 

which is the memory of its best past position, and the 

experience of its most successful neighbor. This process 

continues with the population finally converging on a global 

best solution [5]. The original PSO define the following 

equation 

 
 [][]*()*2

[][]*()*1[][]

presentgbestrandc

presentpbestrandcvv




       (1) 

[][][] vpresentpresent                                      (2) 

[]v is the particle velocity, []present is the current particle 

(solution). []pbest and []gbest are defined as stated 

before []rand  is a random number between (0, 1). c1, c2 are 

learning factors. Usually .221  cc The PSO algorithm 

can be summarized as follows 

 

Step1: Initialize: Initialize parameters and population with 

random position and velocities 

Step2: Evaluation: Evaluate the fitness value for each 

particle.  

Step3: Find the pbest: If the Fitness value of particle i is 

better than its best fitness value (pbest) in history, then set 

current fitness value as the new pbest to particle. 

   Step4: Find the gbest: If any pbest is updated and it is better 

than the current gbest, then set gbest to the current value. 

Step5: Update velocity and position: Update velocity and 

move to next position according to equation (1) and (2) 

 Step6: Stopping Criterion: If the number of iteration or CPU 

time are met, then stop; otherwise go back to step 2. 

3. PSO VARIANTS 
The PSO has various variants such as Inertia Weight, 

Constriction Factor, Dynamic Inertia with Maximum Velocity 

Reduction and Discrete Optimization. 

3.1 Inertia Weight 
Inertia weight is a very important parameter in standard PSO 

algorithm which can be used to control the exploitation and 

exploration ability of algorithm. Its value determines how 

much it succeeds current rate: the bigger the inertia weight of 

algorithm is, the greater the speed of particle gets and thus 

particle has stronger exploration ability; the smaller the inertia 

weight is, the stronger the exploitation ability of particle is 

[8].  Inertia weight plays a key role in this process and can 

direct PSO to optimize algorithm. Indeed, the inertia weight 

determines the contribution rate of a particles previous 

velocity to its velocity at the current time step. 

3.2 Constructor Factor 
The convergence of PSO [7, 10] have introduced a 

constriction factor indicates that the use of a constriction 

factor may be necessary to insure convergence of the particle 

swarm algorithm. He had established some mathematical 

foundation to explain the behavior of a simplified PSO model 

in its search for an optimal solution. 
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Where the construction factor 
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Where 21 cc   

3.3 Discrete PSO 
A Discrete Particle Swarm Optimization (DPSO) proposed in 

[9] does not consider any velocity since, from the lack of 

continuity of the movement in a discrete space, the notion of 

velocity loses sense; however they kept the attraction of the 

best positions. They interpret the weights of the updating 

equation as probabilities that, at each iteration, each particle 

has a random behavior, or acts in a way guided by the effect 

of an attraction. The moves in a discrete or combinatorial 

space are jumps from one solution to another. 

4. GENETIC ALGORITHM 
John Holland, from the University of Michigan initiated his 

work on genetic algorithms at the beginning of the 1960s. His 

first achievement was the publication of Adaptation in Natural 

and Artificial System [11] in 1975. 

 The basic idea is as follows: the genetic pool of a given 

population potentially contains the solution, or a better 

solution, to a given adaptive problem. This solution is not 

"active" because the genetic combination on which it relies is 

split between several subjects. Only the association of 

different genomes can lead to the solution. The Simple 

Genetic Algorithm can be expressed in pseudo code with the 

following cycle: 

Step1: Generate the initial population of Individuals 
randomly P (0). 
Step2: While (number generations <= maximum _      

                Numbers _ generations) 
 Do: 

{ 
Evaluati

on; 

Selectio

n; 
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Reprodu

ction; 

Generati

on ++; 

} 

Step3: Show result.  

Step4: End of the Generation 
 

Crossover: The idea behind a crossover operation is as 

follows: it takes as input 2 expressions, selects a random 

point, and exchanges the sub expressions behind this point. In 

general, however, not all attributes will be involved in an 

expression. This may have some undesired effects for a 

crossover. First, a crossover may produce individuals in which 

an attribute is involved more than once. Second, a crossover 

may result in an offspring that is exactly the same as the 

parents with probability 1.0. To prevent the above-mentioned 

effects, we apply the following technique to perform 

crossover. If two individual p1 and p2 have been selected for 

crossover, the crossover operator is considered as follow: 

(1) If there are some same attributes between individual p1 

and p2, then select one randomly among these attributes and 

exchange the corresponding term between the two individuals. 

(2) If there aren’t same attributes between individual p1 and 

p2, then select one attribute randomly from individual p1 and 

p2 respectively and exchange the corresponding term between 

the two individuals. 

Mutation: Mutation is an important operator that acts a single 

individual at a time. This operator maintains the diversity of 

gene in the population and guarantees that the search is done 

in the whole solution space. Through mutation operator 

cannot always produce a better result, it play an important role 

for the global optimization. Considering an individual p with a 

length of n, the mutation operator is defined as: 

(1) When n=L, select one attribute randomly from individual p 

and delete the corresponding term. 

(2) When L>n>1, select one attribute randomly from 

individual p and calculate the fitness of individual p. If F 

(p)≠0, then delete the corresponding term or replace the 

attribute value by another on the mutation probability of pm. 

There the two operators are select irrespectively on the 

probability of 50%. If F (p) =0, then delete the corresponding 

term. 

(3)When n=1, replace the present attribute value by another 

on the probability of pm. 

Selection: For simplifying the implementation of a genetic 

algorithm, the mechanism to select individuals for a new 

generation is based on the technique of elitist recombination. 

According to this technique, the individuals in a population 

are randomly shuffled. Then, the cross-over operation is 

applied on each mating pair, resulting into two offspring. The 

parent and the offspring with the highest fitness value are 

selected to be mutated with a probability. Then they are added 

to the new generation. In this way, there is a direct 

competition between the offspring and their own parents and 

the offspring provides the possibility to explore different parts 

of a search space. 

5. DYNAMIC INERTIA WEIGHT WITH 

PSO OPTIMIZER 
Inertia Weight plays a key role in the process of providing 

balance between exploration and exploitation process. The 

Inertia Weight determines the contribution rate of a particle’s 

previous velocity to its velocity at the current time step. The 

different characteristic of inertia weight as shown in the table 

I. 

5.1 Discrete PSO 
At present, in the study of modified PSO algorithms with 

inertia weight, inertia weight is usually divided into two types 

of static and dynamic. Since, in the process of evolution, PSO 

algorithm with static inertia weight always maintains a 

constant value, making the exploitation and exploration ability 

of algorithm not reach balance, thus algorithm falls into local 

optimization easily and, in the latter of evolution, the 

convergence rate greatly decreasing makes algorithm cannot 

converge at global optimal solution. Therefore, in order to 

overcome these problems, it is particularly important to 

research dynamic inertia weight.   The following formula is 

the dynamic inertia and maximum velocity reduction     
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During the iteration, the search space gp has a high 

probability of global optimal solution, so a high intensity 

search around gp reached by any particle in the swarm 

should be considered. It hopes have a good local search space 

around gp and particle out of search space around gp have 

good global search capability. 

6. HYBRIC DYNAMIC INERTIA                             

WEIGHT WITH PSO AND GA 
The hybrid algorithm combines the stand velocity and 

position update rules of PSO with idea of selection, cross over 

and mutation from GA. at beginning of algorithm randomly 

initialize the position and the velocity of each particle after 

evaluating particle and obtaining the best value: best, lbest 

and gbest. During the evaluation process, the position and the 

velocity of each particle are updated. In the evolutionary loop 

process, the position and the velocity of each particle are 

updated.  

In the evaluation new dynamic inertia weight mechanism is 

applied to improve the global search capability and 

convergence of PSO algorithm. To avoid the premature 

convergence of the swarm particle, we use a reproduction 

mechanism using cross over and mutation when stuck at the 

local maximum.  

 The Dynamic inertia weight to control the convergence of the 

algorithm described bellow weighting function 
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Where   maxw : Initial weight,  

              minw : Final weight,  

              maxiter : Maximum Iteration number, 

              iter : Current Iteration Number. 

Form the equation 6, which gradualist moves the current 

searching point close to pbest and gbest can be calculated. 

The pseudo code for proposed hybrid approach method.  

 

Initialization the population 

Initialize the velocity for population 

Evaluate the fitness for population 

Evaluate the pbest and gbest for population 

Swarms fly through the search space 

         Do 

 For i=1 to number of particles do 

      Search the best leader in neighborhood 

                    of particle and record in lbest 

 Calculate ),( kiw with the equation (6) 

 For j= 1 to number of dimension do 

 Update velocity with equation (1) 

Update the particle with equation (2) 

        End 

       End 

  Evaluate the fitness by GA 

  Evaluate pbest and gbest 

 While (K>maxNumber) 

 Result=gbest 

 Return (result) 
 

7. EXPERIMENTAL RESULT AND 

DISCUSSION 
In this section, we study the accuracy, simplicity and 

computational cost of the new algorithm in comparison to 

PSO. Four datasets from UCI data repository such as 

Cleveland Heart Disease, Statlog-Heart, Hepatitis and 

Dermatology were used for this study. The data sets were 

reduced using dynamic inertia PSO optimizer criterion and the 

new reduced data sets are shown in Table II. We have 

evaluated comparative performance of the proposed hybrid 

algorithm and PSO using a 10-fold cross validation procedure. 

In this procedure each data set is divided into ten partitions, 

each method is run ten times, using a different partition as test 

set and the other nine partitions as the training set each time. 

We run the classifiers 10 times using a different random seed 

to initialize the search each time for each cross-validation 

fold. 

 

Data Set 

Total No.    

of 

Attributes 

R/I/N INSTANCES 
CLASS

ES 

Cleveland 13 13/0/0 297 5 

Statlog-
Heart 

13 1/12/0 270 2 

Hepatitis 19 2/17/0 80 2 

Dermatolo

gy 

34 0/34/0 358 6 

 

Table II. Data set description 

 

Data Set 

Total 

No. of 

Attribute

s 

R/I/N 
INSTANCE

S 

CLASSE

S 

Cleveland 5 5/0/

0 

279 5 

Statlog-
Heart 

5 1/4/
0 

256 2 

Hepatitis 9 1/8/

0 

80 2 

Dermatolog
y 

20 0/20/
0 

358 6 

 

Table III. Reduced data sets 
 

R-Real, I-Integer, N-Nominal Attributes 

The comparison was carried out across three criteria, namely 

1) the predictive accuracy of the discovered rule lists, 2) Their 

simplicity and 3) computational cost. In the first step of our 

two step approach, we applied the GA feature selection 

criterion to reduce the number of attributes and removed the 

duplicated examples (examples with the same values for all 

attributes) from the resulting reduced data set to avoid the 

possibility that a test set contains an example that is the same 

as a training example.  

We made experiments with several reduced data sets for all of 

the four original data sets and we present in Table II the best 

ones. In the second step of our hybrid approach we run the 

PSO on the new reduced data sets. For all four data sets we 

performed experiments using the java with myra software for 

comparing accuracy, simplicity and computational cost 

between the hybrid algorithm and PSO. Due to space 

limitations we demonstrate part of these results in Figures 3, 4 

and 5 which are the most representative ones. However we 

note our conclusions for all the cases tested. On the Statlog - 

Heart data set, it obtained clearly better accuracy in figure 4 

and Compared to the original PSO with simpler rule list 

(Figures 3, 5) and less computational cost.  

The results obtained in the experiments are summarized as 

follows. Overall, the proposed hybrid approach is a more 

accurate and simpler classifier method than the PSO. The 

results show that it is able to obtain improvements over PSO 

on basis of accuracy, simplicity and computational cost in 

heat data set as seen in Figures 3, 4 and 5. 

 
 

Fig 3: Number of Rules on Heart Data Set 
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Fig 4: Accuracy on Heart Data Set 

 

Fig 5: Number of terms per rule on heart data set 

8. CONCLUSION 
In this paper we present hybrid approach using GA and PSO 

with Dynamic Inertia Weight as modern optimal tool for 

discovering classifications rule. We have proposed the 

dynamic inertia weight with PSO is used to balance the global 

and local search capability. Dynamic Inertia Wight is to find 

the global and overcome the problem of premature we have 

discussed the design of genetic operator and fitness function 

for classification rule mining. Rule quality can be viewed in 

terms of accuracy and comprehensibility. A rule will be 

usable by medical practitioner if it is accuracy and easily 

understood. To balance the efficiency and exploration 

capability, extensive experiment need to be conducted with 

setting of parameter to arrive at the optimal value for these 

algorithms. We have explored the use of PSO with Dynamic 

Inertia Weight and GA algorithm for discovering predictive, 

comprehensible and interesting rules. The hybrid algorithm 

presented fast convergence and we obtained solution closer to 

optimal. 
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