Comparative Analysis of Conventional, Real and Complex Wavelet Transforms for Face Recognition
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ABSTRACT
Face recognition has been studied for many years in the context of biometrics and is one of the most successful applications of image analysis and understanding. Various methods, approaches and algorithms for recognition of human faces were proposed. In this paper, independent, comparative study of conventional discrete wavelet transform (DWT), real dual-tree discrete wavelet transform (R-DT-DWT), and complex dual-tree discrete wavelet transform (C-DT-DWT) based features for face recognition is carried out. In 2005, Delac et al. [26] presented an independent comparative study of PCA, ICA, and LDA on the FERET data set where it was concluded that no particular distance–metric combination is the best. In this paper we intend to bring further conclusions. Unlike the contribution by Delac et al., our conclusions are in context of DWT, R-DT-DWT, and C-DT-DWT. Moreover, these approaches are tested on nine different databases at different levels and under three different distance metrics, which allowed us to compare their performance independently. Our simulation results show that no particular distance–metric combination is the best across all standard benchmark face databases. However, the overall performance for city block distance measure was found to be better as compared to the Euclidean and cosine distance. Also, the performance for R-DT-DWT and C-DT-DWT based features were found equivalently efficient in many cases. So taking redundancy into consideration, it may be suggested to opt for R-DT-DWT for face efficient recognition.
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1. INTRODUCTION
Face recognition has always been a hot research topic for last several years. It is greatly motivated by the needs of military, public security, scene surveillance including commercial and law enforcement applications [1]. Turk and Pentland used the principal component analysis (PCA) technique to develop the first successful and well known Eigenface scheme for face recognition which is widely used due to its simplicity and effectiveness. Later various methods for the face recognition were proposed. Over the last decade wavelets have become powerful and flexible tools for computation and data reduction. For good direction selectivity, real dual-tree discrete wavelet transform (R-DT-DWT), and complex dual-tree discrete wavelet transform (C-DT-DWT) were introduced in [2], [3].

The aim of this paper is to provide an independent, comparative study of conventional discrete wavelet transform (DWT), real dual-tree discrete wavelet transform (R-DT-DWT), and complex dual-tree discrete wavelet transform (C-DT-DWT) with accompanied distance metrics and in completely equal working conditions. In order to perform a fair comparison, same input images are the input into all three algorithms. In this paper, all the three algorithms are tested on three different distance metrics. Distance metrics used are L1 (City block), L2 (Euclidean), and cosine. This paper is organized as follows: Section II gives short introduction to DWT, R-DT-DWT, and C-DT-DWT. In Section III experimental results are presented. Finally, conclusions are drawn in Section IV.

2. PRELIMINARIES
A simple face recognition system is as shown in the Figure 1. It includes feature extraction, similarity measurement and decision making. Given a stored database of facial images one has to train an automated system to identify or verify a person.

![Block Diagram of face recognition system](image)

**Fig 1:** Block Diagram of face recognition system [27].

2.1 Conventional two dimensional wavelet discrete transform (2D-DWT)
A conventional two dimensional wavelet discrete transform (2D-DWT) can be considered as equivalent to filtering the input image with a bank of filters, whose impulse responses are all approximately given by scaled versions of a mother wavelet. The separable (row-column) implementation of the 2D-DWT is characterized by three wavelets,

$$\psi_1(x, y) = \phi(x)\psi(y) \quad \text{(LH wavelet)}$$  

(1)

$$\psi_2(x, y) = \phi(y)\psi(x) \quad \text{(HL wavelet)}$$  

(2)

$$\psi_3(x, y) = \psi(x)\psi(y) \quad \text{(HH wavelet)}$$  

(3)
\[ \psi_L(x, y) = \psi(x)\phi(y) \quad \text{(HL wavelet)} \]  
\[ \psi_H(x, y) = \psi(x)\psi(y) \quad \text{(HH wavelet)} \]  

The LH wavelet is the product of the low-pass function \( \phi(\cdot) \) along the first dimension and the high-pass (actually a bandpass) function \( \psi(\cdot) \) along the second dimension. Similarly the HL and HH wavelets can be treated. In this paper, the filters given by Abdelnour et al. [4] were used.

2.1.1 Problems with Conventional Wavelets

The problems with conventional wavelets are as follows:

- **Shift Invariance**: Real DWT are very sensitive to shifts. Small shifts in the input signal can cause major variations in the distribution of energy between DWT coefficients.

- **Poor Directional Selectivity**: DWT coefficients reveal only three spatial orientations (horizontal, vertical and diagonal).

- **Lack of Phase**: DWT analysis of real signals lacks the phase information that accurately describes non-stationary signal behavior.

2.1.2 Comparison with Gabor approach

Apart from many techniques proposed in the literature, Gabor wavelet-based representation of face images is an excellent solution covering most of the above properties. However, Gabor wavelet-based representation is computationally very complex and the memory requirement for storing Gabor features is very high. These problems were tried to overcome using sub-Gabor [15], simplified Gabor wavelets [16], optimal sampling of Gabor features [17], etc. But none of these approaches succeeded effectively. An approach to both shift invariance and directional selectivity was given by Simoncelli et al. [18]. However, the dual-tree complex wavelet transforms approach proposed by Kingsbury [19], [20], gives perfect reconstruction and greater directional selectivity. Thus, it provides an excellent alternative to Gabor wavelets with the potential to overcome the above-mentioned shortcomings of the Gabor wavelets.

Sankaran et al. [21] and Celik et al. [22] used the Complex Dual-Tree Discrete Wavelet Transform (C-DT-DWT) and Gabor wavelets for facial feature extraction. Complex Wavelet Transform based face recognition was also discussed in [23]. In [24] and [25], orthogonal neighborhood preserving projections (ONPPs) and supervised kernel ONPP with C-DT-DWT was used for face recognition.

2.2 2-D Dual-Tree Discrete Wavelet Transform (DT-DWT)

The 2-D dual-tree discrete wavelet transform (DT-DWT) of an image is implemented using two critically-sampled separable 2-D DWT’s in parallel as shown in Figure 2. One of the advantages of the dual-tree DWT (DT-DWT) over separable 2D DWT is that, it can be used to implement 2D wavelet transforms that are more selective with respect to orientation. The filters used in the first stage of the dual-tree DWT are different from the filters used in the remaining stages [3].

Here, we have used *Farras* filters for the first stage and *Kingsbury’s Q*-shift filters for remaining stages.

![Fig 2: 2D Dual-tree discrete wavelet transform.](image)

2.2.1 2-D Real Dual-Tree Discrete Wavelet Transform (R-DT-DWT)

In real dual-tree discrete wavelet transform (R-DT-DWT), the sum and difference for each pair of subbands gives rise to wavelets in six different directions. At each level, the wavelets are strongly oriented at angle of \( \pm 15^\circ, \pm 45^\circ \), and \( \pm 75^\circ \) as shown in Figure 3.

![Fig 3: Six Wavelets associated with the real 2D dual-tree DWT.](image)

2.2.2 2-D Complex Dual-Tree Discrete Wavelet Transform (C-DT-DWT)

The 2-D complex dual-tree discrete wavelet transform (C-DT-DWT) has twice as many wavelets as that of R-DT-DWT (two wavelets in each direction). The wavelets are oriented in the same six directions as those of the 2-D R-DT-DWT. In each direction, one of the two wavelets can be interpreted as the real part of a complex-valued 2D wavelet, while the other wavelet can be interpreted as the imaginary part of a complex-valued 2D wavelet as shown in the Figure 4. The extra six wavelets are obtained by swapping the low pass and high pass filter coefficients of real and imaginary trees.

An illustration of R-DT-DWT operated on a synthetically generated image is as shown in the Figure 5.
part of the complex wavelet. The third row shows the magnitude response.

(a) A synthetically generated image

(b) Thresholded R-DT-DWT subbands at third level

(c) Thresholded C-DT-DWT subbands at level = 3.

Fig 5: R-DT-DWT and C-DT-DWT subbands of a synthetically generated image.

3. EXPERIMENTAL RESULTS

3.1 Simulation Software
The software for face recognition was built using MATLAB. This environment was chosen because it easily supports image processing, image visualization, and linear algebra. The software was tested against a wide range of databases.

3.2 Benchmark Face Databases and Settings
In order to evaluate the proposed face recognition system, our experiments were performed on the following nine benchmark face databases:

3.2.1. Face Recognition Technology (FERET) Database
The FERET database [6] contains 1564 sets of images for a total of 14,126 images that includes 1199 individuals and 365 duplicate sets of images. In our experiment 50 subjects were chosen randomly, each having 11 frontal face images varying in illumination, expression, and pose.

3.2.2. Olivetti Research Laboratory (ORL) face database
The ORL face database [7] contains ten different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying the lighting, facial expressions (open/ closed eyes, smiling/ not smiling) and facial details (glasses/ no glasses). All the images were taken against a dark homogeneous background with the subjects in an upright, frontal position (with tolerance for some side movement). There are 10 images per subject.

3.2.3. Yale face database
The Yale face database [8] contains 165 images of 15 subjects. There are 11 images per subject, one for each of the following facial expressions or configurations: center-light, with glasses, happy, left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink.

3.2.4. Japanese Female Facial Expression (JAFFE) database
The JAFFE database [9] contains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects. In our experiment, 20 face image of each subject were chosen.

3.2.5. University of Bern face database
The University of Bern face database [10] contains frontal views of 30 people. For each person 10 gray level images with slight variations of the head positions (1, 2 right into the camera, 3,4 looking to the right, 5,6 looking to the left, 7,8 downwards, 9,10 upwards.

3.2.6. Indian Institute of Technology Kanpur (IITK) face database
The IITK database [11] consists of 11 different images of each of 40 distinct subjects. For some subjects, some additional photographs are included. All the images have a bright homogeneous background with the subjects in an upright, frontal position. The following orientations of the face are included: looking front, looking left, looking right, looking up, looking up towards left, looking up towards right, looking down. Available emotions are: neutral, smile, laughter, sad/disgust.

In our experiment, 20 male and 20 female data sets were chosen and were treated independently.

3.2.7. Computer Vision Science Research (CVSR) - Grimace face database
The CVSR database [12] contains a sequence of 20 images of 18 different individuals, using a fixed camera. During the sequence the subject moves his/her head and makes grimaces which get more extreme towards the end of the sequence.
Fig 6: Database samples: (a) FERET, (b) ORL, (c) Yale, (d) JAFFE, (e) University of Bern, (f) IITK [Male], (g) IITK [Female], (h) CVSR [Grimace], (i) Georgia Tech., (j) S.G.G.S.

3.2.8. Georgia Tech face database

The Georgia Tech. database [13] contains 15 different images of each of 50 distinct people taken in two or three sessions at the Center for Signal and Image Processing at Georgia Institute of Technology. The pictures show frontal and/or tilted faces with different facial expressions, lighting conditions and scale. In our experiments we had used cropped database.

The benchmark images were treated on "as is" basis. All the images were initially resized to dimension 64×64 for our experiments. No other preprocessing was done. For each subject of each database, about half of the images were used for training purpose and remaining others for testing.

3.2.9. S.G.G.S. Face Database

The SGGS database [5] contains 25 different images of each of 30 distinct people taken in one session at Shri Guru Gobind Singhji (S.G.G.S.) Institute of Engineering and Technology, Nanded, India. For some subjects, some additional photographs are included. All the images were taken in plain background, varying the lighting, pose, facial expressions and facial details (glasses/ no glasses) in robust environment.

Figure 6 shows samples from each of the above databases.

3.3 Feature Extraction

At first level, a face image of size $N \times N$ is decomposed into four subband image: LL, LH, HL, and HH. Higher level decompositions are on LL subband image at previous level. The feature extraction is done as follows: Input image is initially resized to an $N \times N$ image. Further, the DWT, R-DWT, C-DWT are applied independently up to level $J$. At $J^{th}$ level, the subband images will have size $\left(\frac{N}{2^J} \times \frac{N}{2^J}\right)$. Then, the feature vector can be formed by concatenating the rows or columns of all the subbands at $J^{th}$ level. For example, the feature vector size for conventional DWT, R-DWT, and C-DWT at $J = 4$ will be $4 \times \left(\frac{N}{2^J} \times \frac{N}{2^J}\right)$, $2 \times 4 \times \left(\frac{N}{2^J} \times \frac{N}{2^J}\right)$ and $2 \times 2 \times 4 \times \left(\frac{N}{2^J} \times \frac{N}{2^J}\right)$ respectively. For our experiments, the input images are initially scaled to $64 \times 64$. Independent analysis of DWT, R-DWT and C-DWT was done at third and fourth level.

The R-DWT and C-DWT subbands of a face image are shown in Figure 7.

3.4 Similarity Measures

The similarity measures used in our experiments to evaluate the efficiency of different representation and recognition methods include Euclidean distance, city block distance, and cosine distance. If, $X: m_x$-by-$n$ data matrix treated as $m_x \ (1 \times n)$ row vectors $x_1, x_2, ..., x_{m_x}$, and $Y: m_y$-by-$n$ data matrix treated as $m_y \ (1 \times n)$ row vectors $y_1, y_2, ..., y_{m_y}$, then, the similarity measures between the vectors $x_i$ and $y_j$ are defined as follows:

A. City Block distance (L1 distance):

$$d_{\text{L1}} = \sum_{j=1}^{n} |x_{ij} - y_{ij}| \tag{4}$$

(b) R-DWT subbands of input image
4. CONCLUSIONS

This paper presented an independent, comparative study of DWT, R-DT-DWT and C-DT-DWT based face recognition methods with their accompanied three distance metrics (L1, L2 and cosine), at different levels, and in completely equal working conditions.

Our comparative research shows that no particular distance–metric combination is the best across all standard benchmark face databases. This verifies the contribution made by Delac et al. [26]. In addition, however, overall performance for city block distance measure was found to be better as compared to the Euclidean and cosine distance in many cases. Also, the performance of R-DT-DWT and C-DT-DWT based features were found to be about equally efficient in many cases. Although C-DT-DWT has the benefit of being both oriented and approximately analytic, the overall performance of R-DT-DWT and C-DT-DWT based features are found to be about equally efficient in many cases for face recognition. So taking redundancy into consideration, it may be suggested to opt for R-DT-DWT for efficient face recognition.
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### Table 1: Face Recognition Results.

<table>
<thead>
<tr>
<th>Distance Measures</th>
<th>Database</th>
<th>Efficiency (%)</th>
<th>J = 3</th>
<th>J = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DWT</td>
<td>R-DT-DWT</td>
<td>DWT</td>
</tr>
<tr>
<td>Euclidean</td>
<td>FERET</td>
<td>74.33</td>
<td>73.33</td>
<td>73.33</td>
</tr>
<tr>
<td></td>
<td>ORL</td>
<td>93.50</td>
<td>93.50</td>
<td>93.50</td>
</tr>
<tr>
<td></td>
<td>Yale</td>
<td>87.77</td>
<td>88.88</td>
<td>88.88</td>
</tr>
<tr>
<td></td>
<td>JAFFE</td>
<td>92.00</td>
<td>91.00</td>
<td>91.00</td>
</tr>
<tr>
<td></td>
<td>University of Bern</td>
<td>92.00</td>
<td>91.33</td>
<td>91.33</td>
</tr>
<tr>
<td>IITK</td>
<td>IITK (Male)</td>
<td>74.16</td>
<td>70.00</td>
<td>70.83</td>
</tr>
<tr>
<td></td>
<td>IITK (Female)</td>
<td>86.66</td>
<td>86.66</td>
<td>85.83</td>
</tr>
<tr>
<td></td>
<td>CVSR (Grayscale)</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
</tr>
<tr>
<td></td>
<td>Georgia Tech.</td>
<td>71.00</td>
<td>71.50</td>
<td>71.50</td>
</tr>
<tr>
<td></td>
<td>SOGS</td>
<td>67.43</td>
<td>66.92</td>
<td>66.92</td>
</tr>
<tr>
<td></td>
<td>POSTECH</td>
<td>72.88</td>
<td>73.33</td>
<td>73.11</td>
</tr>
<tr>
<td>Cityblock</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Efficiency</td>
<td>FERET</td>
<td>77.66</td>
<td>79.33</td>
<td>78.33</td>
</tr>
<tr>
<td></td>
<td>ORL</td>
<td>95.00</td>
<td>96.00</td>
<td>96.50</td>
</tr>
<tr>
<td></td>
<td>Yale</td>
<td>94.44</td>
<td>95.55</td>
<td>95.55</td>
</tr>
<tr>
<td></td>
<td>JAFFE</td>
<td>95.00</td>
<td>97.00</td>
<td>97.00</td>
</tr>
<tr>
<td></td>
<td>University of Bern</td>
<td>94.00</td>
<td>94.66</td>
<td>95.33</td>
</tr>
<tr>
<td>IITK</td>
<td>IITK (Male)</td>
<td>75.00</td>
<td>77.50</td>
<td>77.50</td>
</tr>
<tr>
<td></td>
<td>IITK (Female)</td>
<td>86.66</td>
<td>88.33</td>
<td>88.33</td>
</tr>
<tr>
<td></td>
<td>CVSR (Grayscale)</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
</tr>
<tr>
<td></td>
<td>Georgia Tech.</td>
<td>72.75</td>
<td>72.75</td>
<td>73.00</td>
</tr>
<tr>
<td></td>
<td>SOGS</td>
<td>77.94</td>
<td>77.69</td>
<td>77.17</td>
</tr>
<tr>
<td></td>
<td>POSTECH</td>
<td>82.44</td>
<td>82.66</td>
<td>83.33</td>
</tr>
<tr>
<td>Cosine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Efficiency</td>
<td>FERET</td>
<td>84.00</td>
<td>84.33</td>
<td>84.33</td>
</tr>
<tr>
<td></td>
<td>ORL</td>
<td>98.83</td>
<td>92.00</td>
<td>92.00</td>
</tr>
<tr>
<td></td>
<td>Yale</td>
<td>91.11</td>
<td>92.22</td>
<td>92.22</td>
</tr>
<tr>
<td></td>
<td>JAFFE</td>
<td>96.00</td>
<td>96.00</td>
<td>96.00</td>
</tr>
<tr>
<td></td>
<td>University of Bern</td>
<td>90.00</td>
<td>90.66</td>
<td>90.66</td>
</tr>
<tr>
<td>IITK</td>
<td>IITK (Male)</td>
<td>69.16</td>
<td>67.50</td>
<td>67.50</td>
</tr>
<tr>
<td></td>
<td>IITK (Female)</td>
<td>87.50</td>
<td>87.50</td>
<td>87.50</td>
</tr>
<tr>
<td></td>
<td>CVSR (Grayscale)</td>
<td>96.66</td>
<td>96.66</td>
<td>96.66</td>
</tr>
<tr>
<td></td>
<td>Georgia Tech.</td>
<td>65.75</td>
<td>65.75</td>
<td>65.75</td>
</tr>
<tr>
<td></td>
<td>SOGS</td>
<td>72.56</td>
<td>71.53</td>
<td>71.53</td>
</tr>
<tr>
<td></td>
<td>POSTECH</td>
<td>72.44</td>
<td>72.66</td>
<td>72.66</td>
</tr>
</tbody>
</table>

| Average Efficiency| FERET             | 84.00 | 83.34 | 83.34 | 82.37 | 81.69 | 82.53 |
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