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ABSTRACT
In low earth orbit(LEO) satellite network Mobility management is one of the key technologies. The aim of mobility management is to track where the subscribers are, allowing calls, SMS and other mobile phone services to be delivered to them. In this paper, we have proposed an idea of controlling the frequency hops and hence controlled the mobility management cost of patHO-LEO and Mobile IP network.

General Terms
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1. INTRODUCTION
The trend in designing future global communication systems is to provide fast and low cost service to all users any time. Modern terrestrial wireless networks such as mobile networks provide communication to a limited geographical area. In order to provide global coverage satellite networks can be very useful with terrestrial networks. So the application of satellite networks extends from traditional telephone and TV broadcast service to data service such as file downloading and uploading and internet browsing.

There are mainly four types of satellite communication system exists depending upon the types of satellites
Geostationary Satellite (GEO)
Medium orbit satellite (MEO)
Low earth orbit satellite (LEO) although mixed constellations exists.

LOW-EARTH ORBIT (LEO)
LEO systems fly about 1,000 kilometers above the Earth (between 400 miles and 1,600 miles) and, unlike GEOS, travel across the sky. A typical LEO satellite takes less than two hours to orbit the Earth, which means that a single satellite is “in view” of ground equipment for a only a few minutes. As a consequence, if a transmission takes more than the few minutes that any one satellite is in view, a LEO system must “hand off” between satellites in order to complete the transmission. In general, this can be accomplished by constantly relaying signals between the satellite and various ground stations, or by communicating between the satellites themselves using “inter-satellite links.” [1]

Figure 1 - LEO Satellite Cell Structure

In addition, LEO systems are designed to have more than one satellite in view from any spot on Earth at any given time, minimizing the possibility that the network will lose the transmission. Because of the fast-flying satellites, LEO systems must incorporate sophisticated tracking and switching equipment to maintain consistent service coverage. The need for complex tracking schemes is minimized, but not obviated, in LEO systems designed to handle only short-burst transmissions.

Benefits of the LEO concept
• LEOs can offer a communications infrastructure to areas where there is insufficient population to justify a terrestrial based cellular network. This not only includes many developing countries but 80%
of the US as well. This explains why most of the initiatives for LEOs has come from the USA.

- Many developing countries are interested in LEO systems as an alternative to investing in an very expensive terrestrial tele-communications infrastructure.
- Communication via LEOs does not suffer from the objectionably long transmission delays associated with geosynchronous systems.
- User equipment does not require high-power transmitters or highly directional antennae that need to be continually pointed to the satellite. In practice, transmit powers can be much lower than 1 watt.
- LEO satellites, are technically much simpler and more robust than geo-synchronous satellites and are less likely to suffer catastrophic failure during deployment or during the satellite lifetime. [2]

There are two types of LEO systems, Big LEOs and Little LEOs, each describing the relative mass of the satellites used as well as their service characteristics.

Little LEO satellites are very small, often weighing no more than a human being, and use very little bandwidth for communications. Their size and bandwidth usage limits the amount of traffic the system can carry at any given time. However, such systems often employ mechanisms to maximize capacity, such as frequency reuse schemes and load delay tactics.

Little LEO systems support services that require short messaging and occasional low-bandwidth data transport, such as paging, fleet tracking and remote monitoring of stationary monitors for everything from tracking geoplatonic movements to checking on vending machine status. The low bandwidth usage may allow a LEO system to provide more cost effective service for occasional-use applications than systems that maximize their value based on bulk usage. Examples of Little LEO systems include Orbcorn, Final Analysis and Leo One.

Big LEO systems are designed to carry voice traffic as well as data. They are the technology behind "satellite phones" or "global mobile personal communications system" (GMPCS) services now being developed and launched.

Most Big LEO systems also will offer mobile data services and some system operators intend to offer semi-fixed voice and data services to areas that have little or no terrestrial telephony infrastructure. Smaller Big LEO constellations also are planned to serve limited regions of the globe. Examples of Big LEO systems include Iridium, Globalstar and the regional Constellation and ECO-8 systems.

An emerging third category of LEO systems is the so-called "super LEOs" or "mega LEOs," which will handle broadband data. The proposed Teledesic and Skybridge systems are examples of essentially Big LEO systems optimized for packet-switched data rather than voice. These systems share the same advantages and drawbacks of other LEOs and intend to operate with inter-satellite links to minimize transmission times and avoid dropped signals. [3]

Summary of LEO Pros and Cons

- **PRO:** The transmission delay associated with LEO systems is the lowest of all of the systems.
- **CON:** The small coverage area of a LEO satellite means that a LEO system must coordinate the flight paths and communications hand-offs a large number of satellites at once, making the LEOs dependent on highly complex and sophisticated control and switching systems.
- **PRO:** Because of the relatively small size of the satellites deployed and the smaller size of the ground equipment required, the Little LEO systems are expected to cost less to implement than the other satellite systems discussed here.
- **CON:** LEO satellites have a shorter life span than other systems mentioned here. There are two reasons for this: first, the lower LEO orbit is more subject to the gravitational pull of the Earth and second, the frequent transmission rates necessary in LEO systems mean that LEO satellites generally have a shorter battery life than others. [4]

Comparing with other systems, LEO satellite systems is most preferable because of its different advantages such as low propagation delay, low handoff latency, low power requirement and effective bandwidth utilization. But is some disadvantage also. The main disadvantage is the speed of the satellite is very high than MN’s and earth’s speed. So the handover occurrence is more and the system design becomes more complex.

Handovers may degrade the system performance as a unsuccessful handover results call blocking and forced called termination. Forced call termination is less desirable than a new call blocking though both affect the performance of the system. A number of handover techniques have been proposed to solve this problem[5].

**Figure 2: Satellite Communication Architecture**

Handoff latency is also affected of the system. There are some method of reducing the handoff latency of the system [7][8][9]. Handoff failure is one of the big issue during handover management. Some methods are discussed to overcome these in [11]. These not has been discussed here.

In this paper we have proposed a new technique for controlling the mobility management cost during handover. We have proposed the idea of controlling the frequency hops. The paper is organised as follow: in the second section we have described the related works on handover management. In the third section we have described the details of our work proposed work. In the forth section the simulation results of both our method and standard methods. In the next section we conclude the whole paper and finally a future work is mention regarding this paper in section six.
2. RELATED WORK

The most widely used protocol for handover in satellite is MIP [12]. It is proposed by The Internet engineering task force (IETF) to handle mobility of internet hosts for mobile data communications. MIP is based on the concept of Home Agent (HA) and Foreign Agent (FA) for delivering of packets from one MN to CN. It is basically completed by following steps:

When handover begins MN registers itself in FA and waits for allocation of channels in FA and updates its location in HA directory. HA encapsulates the data packets sent to it. Then encapsulated packets are sent to The FA.FA de-capsulate those packets and sent it to MN.

Another method is Seamless handover management scheme [13] (SEAHO-LEO) proposed by Aysegul et al in 2006[14]

It reduces packet loss and handover latency. It is describes in following steps.

First is to calculate a new IP. Then Send handover preparation request to current satellite Start to use new IP to send data packets & CN starts to use new satellite

SEAHO-LEO provides efficient utilization of network bandwidth because of the absence of tunnelling and also does not need any change in existing internet infrastructure.

The main disadvantage of this process is high messaging traffic.

Another method to remove high messaging traffic is Pattern based handover management. It describes as follows

Figure 5: Handover scenario in PatHO-LEO

Satellites register to BM. Then MN registers to BM & establishes the satellite and user mobility pattern (SMUP) table. Then CN and BM establish connection and CN sends data packets to MN.

There are other mobility management protocols like Transport layer seamless handoff schemes for space networks (TraSH-SN) [15], paging in mobile IP (P-MIP) [16], and cellular IP [17]. These methods are not covered in this paper.

B. Analysis of Mobility Management Cost of MIP & PatHO-LEO

In paper [13], the handover management cost of PatHO-LEO protocol has been analyzed and compares it to that of mobile IP. In [14] more detailed simulation results of PatHO-LEO can be found the handover management cost consists mainly of the cost of binding update and data delivery. The management cost is computed as the product of the generated control message size, M, and the number of hops, H, required to deliver the message. Equation (1) indicates the definition of the cost in this evaluation.

\[ \text{Cost} = M \cdot H \ldots (1) \]

where, \( V_{sat} \) and \( L_{sat} \) denote the ground speed of satellite and the coverage boundary length, respectively. \( D_t(V_{sat}) \) is the linear density of nodes on the coverage of satellite at time \( t \). In our evaluation, we calculated nodes density as the ratio of the total number of nodes to the coverage surface area. In the PatHO-LEO model, the local forwarding and paging scheme create some additional cost. The total cost of PatHO-LEO model, \( C_{\text{PatHO-LEO}}(t) \), is:

\[ C_{\text{PatHO-LEO}}(t) = M \cdot H_{NM, LEO} + M \cdot H_{AR, AR} \cdot R_{HO}(t) \alpha + M \cdot S \times n(t)(1 - \alpha) ... (4) \]

where, \( n(t) \) = the total number of MNs per coverage area at time \( t \)
\( \alpha = \) the ratio active MNs to the total number of MNs.
\(H_{AR,AR} = \) the number of hops between two adjacent satellites

\(S = \) the number of single-beam satellites that cover a single paging area.

\(\lambda = \) The rate of new connections to a MN.

The first term in (4) indicates the handshaking cost of PatHO-LEO. Since all binding update operations are done at the beginning of the communication, there is no binding cost during handover in the PatHO-LEO. The second and third terms represent the local forwarding and paging costs, respectively. In the third term, the expression \(n(t)(1 - \alpha)\), denotes the occurrence rate of paging. Since a satellite is required to send a paging request to its \((S - 1)\) neighboring satellites, the cost of sending these requests is \(M \cdot H_{AR,AR}(S - 1)\). Then, each satellite broadcasts the paging messages to the MNs within its coverage area. The cost is \(M \cdot 1.5\) S for this operation.

Now for controlling the cost we have proposed an idea of controlling the number of hops between the MN and a location directory using a dual hopping wideband receiver. Here also controlling the term \(H_{MN,LD}\) we can control the cost of MIP and also PatHO-LEO.

3. PROPOSED WORK

In this paper we have proposed an idea of implementing a dual hopping wideband receiver for the mobility management cost of PatHO-LEO. From previous papers we have got the equations of cost

\[C_{MIP}(t) = M \cdot H_{MN,LD} \cdot R_{HO}(t)\] ..... (i)

\[R_{HO}(t) = V_{sat \text{ tilt}} \cdot \frac{1}{\sqrt{T_{\text{sat}}}} \cdot \frac{D_i}{V_{\text{sat}}} \] ..... (ii)

\[C_{\text{PAHO-LEO}(t)} = M \cdot H_{MN,LD} + M \cdot H_{AR,AR} \cdot R_{HO}(t) \alpha + (M \cdot H_{AR,AR} (S - 1) + M \cdot S) \times n(t)(1 - \alpha) \lambda \] ..... (iii)

Now here if we can control any one of the parameters of the above equation (i) & (ii) we can also control the whole cost. In this paper we have proposed an idea to control the number of hops between the MN and the location directory. For that we have generated the idea of implementing a wideband receiver at the receiving end. Using this we can control the number of hops of the network. Here we have made \(H_{MN,LD} = 2\). For that we have used a dual hopping wideband receiver.

**Dual-Hopping Wideband Receiver**

An example of wideband receiver front-end architecture is shown in Figure 6 [18]. In the front-end of a receiver we will found the band pass filters (BPF), and the voltage-controlled oscillator (VCO). Wide tuning Range is desirable for these building blocks to be reconfigurable across a broad spectrum. In addition to reconfiguration, high quality factor is desired for low insertion loss and narrow-bandwidth filters. High quality factor also helps to lower the power consumption of the entire front-end.

**Figure 7** shows the dual-hop architecture. The input spectrum at the antenna ranges from megahertz to gigahertz. A narrow band of this wide input spectrum is filtered by the band-pass filter, removing most distant interferers [19]. This band is amplified through the low-noise amplifier (LNA) before down-conversion through the mixer using the local oscillator signal from a wide-range synthesizer (VCO). The filter and synthesizer are controlled by the same voltage VC and hop within the input band in unison. The reconfigurable VCO and filter hop covers the input spectrum and selects bands wider than the final, desired signal bandwidth and is therefore termed as the “coarse hop”. The VCO hop-step is set by a consideration of both the minimum achievable bandwidth of the filter, and also the minimum VCO hop resolution achievable with low power. Due to the limitation on the minimum achievable hop-step, a second stage hop implemented using a mixer-filter array is required to select the signal band.

![Figure 6: Wideband front-end architecture](image)

![Figure 7: Dual Hop architecture](image)
outputs in fine-hopping is relatively fast (on the order of nanoseconds), and compensates for the relatively slow (on the order of milliseconds) coarse-hopping.

Now, if we design a receiver with different number of hops we will get different cost. Thus we can control the cost by limiting the number of hops.

4. SIMULATION RESULTS:
Here we have done our simulation using MATLAB 7. Here we have evaluated the cost of MIP and PatHO-LEO based on the following simulation results constraining the number of hops to 2.

In this paper figure 8 represents the evaluation of handover management cost of Mobile IP. The figure signifies constraining the frequency hops and using a dual hopping wideband receiver mobility cost of MIP gets reduced and it only depends on the message size and $R_{HO}$.

So, the equation becomes

$$C_{MIP}(t) = M \cdot 2 \cdot R_{HO}(t) \ldots (5)$$

From equation (5) we can come to an conclusion that handover management cost of Mobile IP depends upon only the message size and rate of handover occurrence $R_{HO}(t)$.

In accordance with Mobile IP handover management cost PatHO-LEO handover management cost also gets reduced .This has been evaluated in the above figure9.

Here we have evaluated the handover management cost for both MIP and PatHO-LEO on the basis of the number of mobile nodes. From [3] we can find out that the handover management cost of MIP is higher. Now here based on our proposed work, we have evaluated the cost separately for MIP and PatHO-LEO.

$$C_{PatHO-LEO}(t) = M \cdot 2 + M \cdot H_{AR} \cdot R_{HO}(t) \alpha + \{M \cdot H_{AR}(S - 1) + M \cdot S\} \times n(t)(1 - \alpha)$$

We have got the simulation results which shows that the cost is reduced from 10000 to 7500 for $10^6$ nodes for MIP and for PatHO-LEO for the same number of mobile nodes it has been reduced from 2500 to 1250.

Hence we can conclude that our proposed work gives a better approach to deal with the handover management cost for both the network.

5. CONCLUSION
In this paper we have proposed a new method for the mobility management cost of PatHO-LEO and Mobile IP. Relaying on the simulation results we showed that our proposed mechanism reduced the handover management cost of both the network from the previous results.

6. FUTURE WORK
In future we can use frequency hopping filter for varying the hops not only between MN and local directory, but also for the adjacent satellites. We can also focus on the occurrence rate of paging to reduce the cost of PatHO-LEO and also the method of speed control for controlling the cost for both MIP and PatHO-LEO.
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