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ABSTRACT
The present article is devoted to develop an algorithm for obstacle avoidance of an autonomous mobile robot based on fuzzy logic. The method of navigation proposed provides a way of blending the intelligence and optimality of global methods with the reactive dynamic behavior of local ones. This is achieved by using hybrid navigation system composed of two modules, one of which uses the a-priori information and determines roughly the optimal route towards the goal, whereas the other carries out effective navigation decisions using the potential function based local approach. The fuzzy rules are constructed from intuitive and subjective human ways of collision avoidance. The results of the present study are compares favorably with those of well-established algorithms.
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1. INTRODUCTION
Mobile robot autonomous navigation is a currently active area of robot research. Many navigation approaches have been developed by robotic researchers with the aim of controlling robots to successfully navigate in unknown, unstructured environment. One of the most important functions of mobile robots operating in such environments is its ability to avoid collision. For this it uses one of the two well-established approaches namely global approach and local approach. A navigation method is said to be global if it calculates the whole trajectory at the beginning of the navigation task, and whenever a new situation arises, A global algorithm has the ability to take into consideration every detail of the navigation map therefore yields a more intelligent result than local ones. However, a global algorithm has the following drawbacks:

(i) Robots with a global navigation algorithm can only reach goal positions that are located on it’s a-priori known map.
(ii) It requires a detailed knowledge of the environment. Perceiving an obstacle that has been moved into a previously free area can cause the same recalculation problem as a moving obstacle.
(iii) It is unable to deal properly with dynamic situations. If a moving obstacle appears, the trajectory might have to be modified, i.e. recalculated, which in turn might take significantly more time than the movement of the obstacle. Thus the behavior of the robot will not be reactive enough.

(iv) This may result in a large quantity of resources being used up needlessly

There are global trajectory planning methods, generally based on previously existing optimization algorithms—that are able to find optimal trajectories according to various optimality criteria [83, 86]. The method described in [86] considers two objectives: that the robot should pass as far from the obstacles as possible, and that the trajectory should be as short as possible – the weighting of these two is determined by a constant.

Most previous dealings with global navigation methods suggest the avoidance of such dynamic situations instead of away of resolving them. Local algorithms respond well to the challenges posed by the global methods, as they decide the navigation course using current sensor information [10,84,85]. Most local navigation algorithms have the principal aim to navigate in a safe way, to avoid all the obstacles that appear during the navigation, while they usually continue to approach goal. Still they have the following demerits:

(i) A local algorithm never calculates parts of the trajectory in advance.
(ii) A local navigation algorithm does not guarantee an optimal trajectory.
(iii) There may always be situations – local minima – where a local algorithm will even fail to find the target position.

In spite of these, if obstacles are reasonably rare, a local navigation algorithm may prove to be the best solution. This is also the case when we have no a priori information on the navigation environment.

This paper is organized as follows. In section I classification of the earlier algorithms of obstacle avoidance is presented and a survey of the related work has been summarized. Section II describes the system configuration and the mathematical model of the autonomous robot. In section III various components of the fuzzy controller are discussed. Section IV gives the computer simulation results and comparison with the earlier work. Section V concludes the paper.

1.1 Hybrid Navigation Systems
It is evident that both local and global navigation methods suffer from major drawbacks, but none of these are in common. An alternate method would be therefore to combine the advantages of the two approaches and eliminate their weaknesses [98]. This idea is reinforced if we take a close look at the task of navigating the robot indoors: the fact that the environment is both known but
also dynamic, thus unknown at times, impose the contradicting requirements of using both the a priori data and the momentary sensor data on the robot’s navigation system. The solution proposed in this thesis resolves this contradiction by using a hybrid method, which can blend the reactivity of local methods with the intelligence and optimality of global ones. The idea is to use global planning to determine only certain points- temporary goals- where the robot need to pass to reach the goal without getting stuck, and then do the actual navigation by a local algorithm. As shown in Fig. 5.1, under the normal circumstances, the supervised block (below, dashed lines) is not present, but it can be used in a possible teaching phase. As a local algorithm is used, the risk of local minimum situations remains, but it is greatly reduced by providing specific target positions that are always in the same region as the robot itself.
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Fig. 1 Main parts of the navigation system

In addition, global information is also used to supervise the navigation – re-plan temporary goals if an unexpected situation occurs, a door is blocked etc. – and thus local minimum situation can be resolved.

1.2 Related Work

Besides the research articles based on the conventional techniques in the early stages of researches last twenty years have witnessed a tremendous interest of application of fuzzy logic in the area of autonomous mobile robot navigation [1-27]. Perhaps Takagi [1] and Sugeno [1] were the first to introduce the idea of deriving fuzzy control rules by modeling an expert’s deriving action way back in 1983. Later, Sugeno and Nishida [66] demonstrated a first fuzzy logic controlled car based on this concept in 1985, which can move smoothly along a crack-shaped path. The improved version of this car was reported in [71,104]. The version was having ultrasonic sensors to measure the distances to walls and objects in front, and fuzzy control rules were designed by referring to an operator’s experience and knowledge. The car is controlled by the

oral instructions such as “go straight”, “turn right”, “enter garage”, and so on. In 1988, a new obstacle avoidance control system was proposed by Takeuchi et al [101] for a mobile robot. The charged coupled device (CCD) camera was used to process the floor image as inputs to the fuzzy controller.

The mobile robot presented in [5] is capable to move from a start position to a goal position, avoiding local collisions. The open area seeking approach has been used for the navigation system. However, there was no mention of goal seeking approach in the work. In [24], a fuzzy VLSI-chip on-board to control an omni directional mobile robot is used using goal seeking approach where as in [41], a fuzzy control algorithm for obstacles avoidance based on sub-goal-seeking approach is presented.

Seraji [1] presented the behavior-based architecture for mobile robot navigation

2. SYSTEM CONFIGURATION

The proposed fuzzy logic based control scheme of a non-holonomic mobile robot has been simulated with sensory system consisting of a set of distances measuring IR sensors based on following assumptions;

(i) The parameters relating to models of robot kinematics and dynamic constraints are measurable and observable.
(ii) The sensory system is capable to provide all input data that are required for the implementation of proposed control strategy

2.1 The sensory system

The sensory system is of rangefinder type. The measurement of distances to the target position and direction in which the target is located is based on the output of the IR rangefinder. The output of rangefinder is a set of angle ($\phi$) and distance (d) to the target around the robot. The task of the data processing unit is to convert the set of ($\phi$, d) into data that can be used for obstacle avoidance. It judges the directions in which the main goal, the obstacles, and the favored open area exist. Therefore, outputs of the sensor system are ;

(i) The goal direction with respect to the mobile robot
(ii) The open area (gate) direction with respect to the robot
(iii) The distances between the robot and the obstacles

2.2 The Mathematical Model

For simulation purpose, the kinematics and dynamics of the mobile robot is required at first hand. In our work, a non-holonomic vehicle, such as a car-like robot is considered. Such robot can move forward and backward, and can make turns like a car.
However, it can not move sidewise and its turns are usually limited by mechanical stops in the steering gear. Nevertheless, it can take any position and orientation in plane. Usually, modeling is done for a car-like robot as rectangular object moving in two-dimensional space (Refer to Fig. 2). Experience has proved that in an empty space the robot can be driven to any position with any orientation. Hence the robot’s configuration space has three dimensions, two of translation and one for rotation.

Let us represent a configuration of A by \((x, y, \theta)\), where \(x\) and \(y\) are the coordinates, in the frame \(F_w\), of midpoint \(R\) between the two rear wheels and \(\theta \in [0, 2\pi]\) is the angle between the x-axis of \(F_w\), and the main axis of \(A\).

At any point during a motion, assuming no slipping, the velocity of \(R'\) has two points along the main axis of \(A\). Therefore, the motion is constraint by the relation:

\[- \sin \theta \, dx + \cos \theta \, dy = 0\]  

(1)

It can be shown that this equation is non-integrable, hence is a nonholonomic equality constraint. Due to this constraint, the space of differential motion \((dx, dy, d\theta)\) of the robot at any configuration \((x, y, \theta)\) is a two-dimensional space. If the robot were a free-flying object, this space would be three-dimensional. The instantaneous motion of a car-like robot is determined by two parameters: the linear velocity along its main axis and the steering angle. However, when the steering angle is non-zero, the robot changes its orientation, and its linear velocity with it, allowing the robot’s configuration to span a three dimensional space.

Furthermore, the steering angle denoted by \(\Phi\) in Fig. 4.9 is in general constrained to take values in an interval \([-\Phi_{\text{max}}, \Phi_{\text{max}}]\), with \(\Phi_{\text{max}} < \pi/2\). This constraint can be rewritten as an inequality involving \(dx, dy, d\theta\). It restricts the set of possible differential motions without changing its dimension. It is called a non holonomic inequality constraint.

Simple kinematics equations that represent the robot motion are used. If the mobile robot moved forward from \((x, y)\) position to \((x', y')\) position at iteration, then the following kinematics will represent the mobile robot motion:

\[\Phi' = \Phi + \theta\]  

(2)

\[y' = y + \text{speed} \times \sin (\Phi')\]  

(3)

\[x' = x + \text{speed} \times \cos (\Phi')\]  

(4)

where \(\Phi\) is the robot direction, and \(\theta\) is the steering angle.

The following interval values are assumed for each variable to use in simulations:

\[x \in (0,50)\]

\[y \in (0,100)\]

\[\Phi \in [-900^\circ, 2700^\circ]\]

At each control cycle the outputs of the controller are the steering angle \(\theta\), and the speed of the robot. We suppose that the speed will range from 0 to 2 meter per second. Where \(\theta \in [-40^\circ, 40^\circ]\).

3. FUZZY ALGORITHM FOR OBSTACLE AVOIDANCE

In most of the earlier works, the obstacle avoidance algorithms developed were based on either global approach or on local approach. The hybrid fuzzy algorithm for obstacle avoidance presented in the present work is based on the combination of global and local approaches. The simulated environment in which the autonomous robot is supposed to navigate as considered in the present study is described by Fig. 6.2. The various parameters and symbols used in Fig. 3 are explained in Table 1. The overall scheme of navigation can be explained as follows:

Figure 2: Mathematical model of the car like robot
If the robot intends to move from a start position to a target position in a-priori unknown and unpredictable environment, initially, it will move towards the target position. For this, a global approach is used. While moving, if the rangefinder sensor detects any obstacle (blocked area) ahead on, then it will try to avoid this obstacle by changing it's direction and by turning the robot's motion away from the obstacle and towards, i.e. the widest, open area. Here, the local approach based navigation technique will be used. The direction at this stage will be parallel along the obstacle and towards the open area until the robot reaches the end of the obstacles’ edge. Now the robot will try to seek the target position again, and so on.

3.2 Fuzzy Logic Based Control Scheme

A fuzzy logic based control scheme developed in the present work is shown in Fig. 3. The scheme consists of four components namely:

(i) fuzzification module
(ii) inference machine
(iii) rule/data base
(iv) defuzzification module

3.3 The Linguistic Variables

The input and output variables are considered as linguistic variables. The following variables are identified as input variables for the system under study (Table 1). The controller produces two output variables considered as linguistic variables (Table 2).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Input variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols for input variables</td>
<td>Description</td>
</tr>
<tr>
<td>Tgt-dir</td>
<td>The direction of the target with respect to the mobile robot.</td>
</tr>
<tr>
<td>Gate-dir</td>
<td>The direction of the open area with respect to the mobile robot.</td>
</tr>
<tr>
<td>Obst-dist</td>
<td>The distance between the mobile robot and the nearest obstacle.</td>
</tr>
<tr>
<td>Min-l</td>
<td>The distance between the mobile robot and the obstacle which is on the left side of the robot.</td>
</tr>
<tr>
<td>Min-r</td>
<td>The distance between the mobile robot and the obstacle which is on the right side of the robot.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Output variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols for Output Variables</td>
<td>Description</td>
</tr>
<tr>
<td>δ</td>
<td>The steering angle of the mobile robot</td>
</tr>
<tr>
<td>v</td>
<td>The mobile robot speed.</td>
</tr>
</tbody>
</table>

![Fig. 3: Autonomous robot simulated environment](image)

![Fig. 4: Fuzzy logic based control scheme](image)
Each of the above input variables is converted into its corresponding linguistic fuzzy set as shown in Table 2, the corresponding membership functions are graphically depicted in Fig. 4

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Input linguistic fuzzy sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols for input variables</td>
<td>Linguistic fuzzy set</td>
</tr>
<tr>
<td>Tgt-dir</td>
<td>Extreme right (R Right), Right, Straight, Left, Extreme left (L Left)</td>
</tr>
<tr>
<td>Gate-dir</td>
<td>Right, Straight, Left, Extreme left (L Left)</td>
</tr>
<tr>
<td>Obst-dist</td>
<td>Near, Far</td>
</tr>
<tr>
<td>Min-l</td>
<td>Short</td>
</tr>
<tr>
<td>Min-r</td>
<td>Short</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Output linguistic fuzzy sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbols for input variables</td>
<td>Linguistic fuzzy set</td>
</tr>
<tr>
<td>Velocity of robot</td>
<td>Slow, Fast</td>
</tr>
<tr>
<td>Steering angle</td>
<td>Right, Right, Straight, Left, Extreme left (L Left)</td>
</tr>
</tbody>
</table>

Each of the above output variables is converted into its corresponding linguistic fuzzy set as shown in Table 4, the corresponding membership functions are graphically depicted in Fig. 5

3.4 Pictorial Representation of Fuzzy Membership Functions
The input linguistic fuzzy variables (Table 5.3) have following membership variations
The output linguistic fuzzy variables (Table 5.4) have following membership variations

<table>
<thead>
<tr>
<th>Fuzzy-Rule</th>
<th>Description of Rule set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule #8</td>
<td>If Tgt-dir is Straight and Obst-dist is Far then ( \delta ) is Zero</td>
</tr>
<tr>
<td>Rule #9</td>
<td>If Tgt-dir is left and Obst-dist is Far then ( \delta ) is Left</td>
</tr>
<tr>
<td>Rule #10</td>
<td>If Tgt-dir is L. Left and Obst-dist is Far then ( \delta ) is L. Left</td>
</tr>
<tr>
<td>Rule #11</td>
<td>If Min-l is Short then ( \delta ) is Right</td>
</tr>
<tr>
<td>Rule #12</td>
<td>If Min-r is Short then ( \delta ) is Left</td>
</tr>
<tr>
<td>Rule #13</td>
<td>If Obst-dist is Near then ( v ) is Fast</td>
</tr>
<tr>
<td>Rule #14</td>
<td>If Obst-dist is Far then ( v ) is Slow</td>
</tr>
</tbody>
</table>

Table 5  Fuzzy if-then rules

The proposed fuzzy model consists of a set of fuzzy-rules which enables the system to take proper decision to avoid any obstacle in its way at any given instant during navigation. This rule set is constructed based on the experience and knowledge of a human driver. The input data of the linguistic variables, e.g. the sensor data, are fuzzified and mapped to linguistic terms based on the specified membership functions as shown in Fig. 5.4. The Max-Min inference is used to infer with the fuzzy rules. In the defuzzification process, the Center of Gravity (COG) method is used to compute the exact control signals (steering angle \( \delta \), and speed \( v \)). The membership functions of these output linguistic variables are shown in Fig. 5.5.

The first five rules are used to turn the mobile robot towards an open area when it becomes close from any obstacle. Rules R6 to R10 drive the mobile robot towards the main goal while the distance between the mobile robot and the nearest obstacle is big. R11 and R12 are utilized to keep the mobile robot away from the left side and the right side of the edges of the obstacles while moving between them. Finally, R13 and R14 are used to control the speed of the mobile robot based on the distance between the robot and the nearest obstacle.
4. SIMULATION RESULTS AND COMPARISON WITH PREVIOUS WORK

The proposed novel algorithm for obstacle avoidance has been implemented on PC-Pentium IV. The simulation programs were written in C-language. We have made several simulation runs to test the algorithm. Figs 5.6 to 5.9 show different environments simulated for mobile robot to prove its navigation ability. Robot behavior against four different obstacle patterns was examined namely,

1. Two Obstacles Pattern
2. Narrow Corridor Pattern
3. Many Obstacles Pattern
4. Blocked Corridor Pattern

The first environment consists of two obstacles being laid in the robot’s path. Secondly it is made slightly complex by placing a narrow corridor in robot’s trajectory. Thirdly the robot is required to sway through a bunch of obstacles. Lastly a blocked corridor is provided to the robot to examine its ability to recognize a blocked area ahead. This pattern may create a “dead-lock” problem through the blocked corridor, where the mobile robot cannot avoid this problem before getting into the blocked corridor. The reason is that the robot does not have the high-level map reading ability like a human being thus moves in a very “short-sighted” manner.

Fig. 7.1 Two obstacle pattern with target point at right

Fig. 7.2 Two obstacle pattern with target point at left

Fig 7.3: Narrow corridor pattern with target point at left
From the above simulation results the effectiveness of the new algorithm of the navigation problem is evident. Thus, when the mobile robot is far away from any obstacle, it moves towards the target position, and when it faces an obstacle, it changes direction towards the favorable open area until it avoids the obstacle. Robot behavior against four different obstacle patterns was examined. The first one consists of two isolated obstacles (Fig. 7.10). The changes in speed is represented by circle overlap. More circle overlapping indicates lower speed, and less circle overlapping.
represent higher speed. The second pattern (Fig. 7.2) is a narrow corridor. The results show that the same algorithm is applicable to this situation. The third environment is a more complex environment. The robot is required to sway through a bunch of obstacles, as illustrated in Fig. 7.3. As can be seen, the trajectory that the robot drew is not the optimum path because of obstacles. The fourth environment consists of obstacles with blocked corridor. The simulation result for this environment is shown in Fig. 5.12. This pattern may create a "dead-lock" problem through the blocked corridor, where the mobile robot cannot avoid this problem before getting into the blocked corridor. The reason is that the robot does not have the high-level map reading ability like a human being thus moves in a very "short-sighted" manner.

5. COMPARISON WITH EARLIER WORK
A comparison between our results and the results obtained by other authors is now presented. The results obtained by Kato and Kamikawa [5] algorithm for obstacle avoidance problem is based purely on open-area seeking idea (Fig. 7).

Comparing their results with Fig. 7.1 to 8, we note that the path selected by the robot in [5] is fixed because it always seeks the same open area, where as our method is more flexible to select the path that is used by the robot because the movement trajectory is based on the position of the mobile robot with respect to the nearest favorable open area and the main goal. However, the trajectory chosen in the method of Kato and Kamikawa is smooth and the path that is chosen is sometimes shorter than in our method, because the robot seeks the area directly before it becomes close to any obstacle.

6. CONCLUSION
The present study outlines the important features of fuzzy logic control concept for the use in obstacle avoidance control for the autonomous mobile robot navigation. The human driving techniques and experience have been modeled, summarized, and then applied to implement the mobile robot navigation. This is done using fuzzy control rules. We have seen that the derived control rules work very well. Simulation results show that the generated fuzzy model is capable of approximating nonlinear continuous function on a set of rules. An algorithm based on fuzzy logic control concept is proposed. The algorithm incorporates the goal-seeking scheme as well as open area seeking technique. Four different types of obstacle patterns are considered for the implementation of the proposed algorithm. The patterns are having many possible types of obstacles and arranged in different combinations. The algorithm is tested successfully for several structures of the obstacle environment for mobile robot navigation.
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