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ABSTRACT 
In this paper, we propose an approach to study the biomedical 

signal of the electro-cardiographic ECG. Our contribution 

consists in applying the principal component analysis (PCA) to 

help diagnose the cardiovascular system. Many researches have 

recently approached the same theme by integrating many tools 

of signal processing, but the most interesting method is the 

PCA.Starting from the ECG signal, we define the characteristic 

parameters of the electrical activity of the heart. The PCA 

allows detecting and then localizing the defective parameters of 

the ECG and facilitating the diagnosis of the existing heart 

disorders. The results we get at the end of this paper show that 

this approach is reliable compared with data given by the 

medical expert.  

Keywords: Principal component analysis, ECG, Diagnosis, 

Detection of defects, Calculation of contributions. 
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 1. INTRODUCTION 
The analysis of the electrocardiographic signal (ECG) uses the 

tools of signal processing. These tools help analyzing and 

approaching the cardiovascular problems while integrating the 

physiological side. The interpretation of the electrocardiographic 

signal, which comes under the practioner field, uses the analysis 

or even the modeling of the ECG signals while taking into 

account the myocardium physiology.The prognosis and 

diagnosis of the cardiovascular system based on the ECG 

characteristics have been the focus of many recent researches in 

the field of signal processing and indirect supervision [1, 2, 3, 4, 

5, 6, 7, 8 and 9]. Among the tools used in these researches we 

have the PCA, the fuzzy logic and the neural network. In this 

paper, we will integrate the PCA to help diagnose the ECG.     

PCA is a method of reducing a classic linear dimension that 

consists in projecting the samples on the axes of maximum 

variance of the data. Recently, the methods of detecting and 

localizing defects based on PCA have received particular 

attention and have been broadly used in the supervision of 

industrial and biologic processes [10, 11, 12 13, 14 and 15]. The 

PCA is based on three parts. The first step is to determine the 

number to keep in the PCA model by introducing various 

techniques [15, 16 and 17]. The choice of the method of 

determining the principal components has a significant impact 

on the rest of the PCA steps. In this work, we use the cumulative 

variance percent to determine the number of principal 

components. The second step is the detection of defects that uses 

the PCA to follow the process behavior at a normal state.

On comparing the observed behavior with that given by the 

PCA, the defects are detected. Many methods have been used to 

detect the defect, and the frequent ones are the square prediction 

error (SPE) and Hotteling statistic T² [18, 19, 20 and 21], which 
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will be introduced also in this approach. To localize the defected 

variables, many methods have been introduced [22, 23, 24 and 

25]. In this paper, the defects are localized by the method of 

calculating contributions. 

2. THE ELECTROCARDIOGRAM 

2.1 ECG waves  
Each cycle of depolarization or repolarization of the heart 

corresponds to the passage of electric current in the atria to the 

ventricles that contract in order. This means recording that the 

ECG is still in the same order of different waves: P, Q, R, S and 

T. 

 

Fig.1. ECG waves  

•The P wave: depolarization of the atria from the sinus node to 

the atrioventricular node resulting in a deflection on the ECG. 

•The complex QRS wave: The ventricular depolarization is 

indicated by the QRS or QRS complex. By definition, the Q 

wave is the first negative wave; R wave is the first positive 

wave of the complex and the S wave the first negative 

wave after wave R. 

•The Twave correspondsto ventricular repolarization current. Th

is wave follows the QRS complex after returning to the 

isoelectric line. 

2.2  ECG segments 
Intervals and segments of ECG parameters are important for 

assessing the normality or otherwise of the space between 

two electrical events. 

• The PQ interval: is the time between depolarization of the 

atrium and the ventricle. It's time to wave propagation of 

depolarization through the atria, the atrioventricular node, the 

bundle of His and the Purkinje fibers, until the ventricular-

myocardial cells.   

• The RR interval: between the peaks of two successive R 

waves and represents the instantaneous frequency. 

• QT interval: is the time of ventricular systole from the 

beginning the excitement of the ventricles until the end of 

their relaxation. 

• The ST segment: is the phase of ventricular depolarization 

phase during which the ventricular cells are depolarized all: 

 there is no a priori power extension. 

    We define, therefore, three other parameters related to the 

monitoring of ECG waves; namely: the P wave amplitude PA, 

the R wave amplitude RA and the widths of complex QRS wave, 

QS. 

3. MODEL OF THE PCA APPROACH 
 For an automated approach of detecting and localizing defective 

parameters on an ECG signal, we have resorted to go through 

the steps described in the following figure. 

 

 

 

 

 

 

 

 

 

Fig.2. Model approach of ECG signal based on linear PCA  

The first step consists in recording and reading the signal 

stemming from the MIT/BIH data base in order to convert the 

biological data into computing data. To apply the PCA method, 

we need to determine a matrix of measurement of variables. 

Here, the parameters characterizing an ECG signal, taken as 

variables, are: the wave amplitude P (PA), the wave amplitude R 

(RA), the width of the complex QRS (QS), the interval 

separating the wave P and the wave Q (PQ), and the interval 

between the two successive R waves (RR). The detection step is 

based on the PCA principle: the signal parts exceeding the 

chosen threshold are the defective parts which will be localized 

to determine the defected parameters or variables: this is the 

localization of defects. 

4. LINEAR PRINCIPAL COMPONENT 

ANALYSIS (LPCA) 
    The methods for detecting defects and localizing parameters 

based on PCA have received a particular attention and been 

broadly used to the supervision of biologic processes. The 

principle of this approach is using the analysis in principal 

components to establish a model for the behavior of a normal 

working process, and thus detecting the defects while comparing 

Determining the 

matrix measures /variables (PA, RA, 

QS, QP and RR) 

 

Recording and playback of the ECG 

 

Detecting defects by linear PCA 

 

Localizing defects by linear PCA 

 

                                                                       Pretreatment 

                                                                                   PCA treatment 
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the observed behavior to the given one.     In principal 

components, a characteristic vector t
is associated to 

each vector of data so that it can optimize the representation to 

the sense of minimizing the error of estimation of X  or 

maximizing the variance of the score matrix T  . The vector t 

and the x letter are bound by a linear transformation
Tt P x , 

where the matrix of transformation
m lP   meets the 

condition
TP P I . 

Using PCA, an n m  normalized data matrix can be 

decomposed as follows:  

ˆX X E                                                                            (1) 

In this way, the columns of X are normalized to zero mean and 

unit variance. The matrices X̂ and E represent the modeled 

and unmodeled variations of X  respectively; 

ˆ TX TP                                         (2) 

TE TP                                            (3) 

X  is composed in a way that the composed matrix [ ]PP  is 

orthonormal, and [ ]TT is orthogonal. After the PCA model is 

built, a new sample vector X m can be decomposed in two 

parts; 

x x e                                                                               (4) 

Where
Tx PP x Cx    is the projection of the sample 

vector to the principal component subspace (PCS),
, 

and ( ) me I C x Cx       is the projection of the 

sample vector to the residual subspace (RS),
m 

. 

The prediction ˆ
ix is used as a recovery of ix , which can be 

expressed as in (5). 

1 2 1 2ˆ [ .... ..... ][ ..... ..... ]Ti i i m i i ii mix xc x x x x c c c c                        (5) 

                [ 0 ]T T

i i ii ic c x c x                                

Where 1 2[ ...... ]T

mC PP c c c                                      (6) 

4.1  Determining the number of principal 

components 
The first step in this approach is to determine the number of 

principal components. This step is a research procedure of the 

model structure of the PCA. Many criteria using a lot of 

approaches have been used in this context 

 Cumulative percentage of the total variance (CPV)  

In this method, the proper values of the correlation matrix are 

the measurements of this variance. To choose  , we have to 

choose the percentage of the total variance that we can keep. 

The number of principal components is then the smallest 

number taken in a way that the percentage is attained or overrun; 

the components are chosen successively in descending order of 

variances.  

1

1

( ) 100 %

j

j

m

j

j

PCV









 
 
  
 
 
 







                                   (7)         

 Crossed-validation procedure 

This method is based on minimizing the PRESS quantity. This 

quantity is presented as the sum of the errors squares between 

the observed data and the ones predicted by the model starting 

from a different identification action. 

1 1

1
ˆ( ) ( ( ) ( ))²

N m

i i

k i

PRESS x k x k
Nm  

 
   

 
           (8) 

 Proper value mean  

This method consists in taking into account only the components 

for which the proper value is higher than the arithmetic mean of 

all the proper values.  

 The  Xu and Kailath approach 

Xu and Kailath [27] determine the number of components based 

on the highest proper value of the covariance matrix. This 

approach implies also that the small proper values of the 

covariance matrix are equal. 

For our approach, the  Xu and Kailath method is more reliable in 

terms of results. Thus, we will integrate it in what follows the 

PCA procedure. 

4.2 Defect Detection   

  In the approach to PCA-based detection, two statistics 
2T and 

SPE are used for surveillance. 

For the instant k we have: 
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2
2

1

( )
( ) i

i i

t k
T k






                                                              (9) 

2

1

( ) ( ( ))
m

j

j

SPE k e k


                                                    (10) 

where ( )je k  is the jth residue which is given by: 

ˆ( ) ( ) ( )j j je k x k x k                                                   (11) 

Where ( )jx k is the jth  element of measuring vector, ( )x k  is 

the ith principal component and it is the ith proper value of the 

correlation matrix  , which represents the variance of 
i

t . m is 

the number of quality indictors and  is the number of 

components, with  ˂ m which is the estimation of x  by the 

PCA model given by:  

x̂ Cx                                                                                  (12)  

Where 
TC P P   . P  is the matrix formed by the   first 

proper vectors of the matrix . The process will be considered 

functioning abnormally (presence of a default) if one of these 

following inequalities at least is true: 

2SPE                                                                             (13)                                                       

2 2 ( )T                                                                          (14) 

Where 
2

  and 
2 ( )  are respectively the thresholds of     

2T and SPE.  

4.3 Localization of defects  
The calculation of contributions is an approach used for 

localizing defects. The variable having the highest contribution 

is considered at fault. In the case of SPE , the contribution 

( )SPE
jcont k of the 

thj variable at the instant k is defined by 

the following equation: 

 2( ) ( ( ) ( ))SPE
jj jcont k x k x k                                             (15)                             

The contribution of a variable by the statistic T² is defined by 

Qin [26]. 

2
2 1/ 2 (:, )i iT A P i x                                                   (16) 

5. APPLICATION ON ECG SIGNAL 

5.1 Data base 
 The data base used is the MIT-BIH Arythmie base which 

contains 48 thirthy-minute extracts of two recording channels 

of mobile ECG, obtained from 47 subjects studied by the BIH 

Aythmie Laboratory between 1975 an 1979. A 24-hour 

recording was taken at Beth Israil Hospital of Boston. This 

recording is digitalized at 360 samples per second. The data 

matrix (500x5) is taken from an ECG signal of the MIT-BIH 

data base. The variables are the characteristic parameters of this 

ECG: amplitudes of P and R waves, the width of the QRS 

complex and the length QR and the heart frequency RR. The 

progress of these parameters is presented in the following 

figure. 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Progress of ECG parameters 

5.2 Data Pre-analyse  
Beforehand, to make the results independent from the used units 

for each variable, an essential pretreatment should consist in 

centering and reducing the variables. The following figure 

presents the variables of reduced and centered data. 

 

 

 

 

 

 

Fig.4 Variables of reduced and centered data 
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5.3 Determining the number of principal 

components:  
The results of this step of PCA procedure are presented in the 

following table: 

 

Table 1: Variances of different indicators  

The following figure gives the speed of the progress of the 

principale components for each varaible. 

 

 

 

 

 

 

Fig.5 Progress of component selection criterion. 

 

5.4 Detecting defects using SPE and T²  
Fig.6 presents the defect detection using the Hoteling T² 

method; these defects are the signal parts exceeding the 

thresholds. 

 

 

 

 

 

 

Fig.6 Detecting defects by T² 

Observing Fig.7 which presents the defect detection by the SPE 

method we notice that there is not any difference at the level of 

results compared with the T² method.   

 

 

 

 

 

 

Fig.7 Detecting defects by SPE 

5.5 Localizing defected variables  
After detecting defects by the two methods T² and SPE, a 

localization procedure is applied to determine the defected 

variable or variables using the same techniques (Fig.8 and 

Fig.9). 

 

 

 

 

 

 

Fig.8 Localizing defects par T² 

 

 

 

 

 

 

 

 

 

Fig.9 Localizing defects par SPE 

According to Fig.8, the PA indicator has the strongest 

contribution in relation to the other variables; that is why, it is 

considered the variable in defect. According to Fig.9, the RR 

indicator has the strongest contribution in relation to other 

variables and is considered the defected variable. Comparing 

 

    PA               RA             QRS                  QP                   RR  

 =1  =2  =3  =4  =5 

1,36 1.07          0.98        0.85           0.71 
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localization results of T² and SPE methods, we notice that the 

defected variable is not the same, which requires an intervention 

by an expert in the ECG field to hold the closest result to real 

data.   

6. CONCLUSION 
In this paper we have presented an approach to help diagnose 

the cardiovascular system starting from an ECG signal. A linear 

PCA is introduced to detect and then localize the faulty 

parameters of the ECG. The variables of this analysis are the 

characteristic parameters of the ECG, the amplitudes of the P 

and R waves, the width of the QRS complex, the RR heart 

frequency and the QP interval. The PCA puts into evidence the 

defected parameters of the ECG signal, using the SPE and 

Hotelling statistics. After applying the localization procedure, 

we have noticed a difference at the level of defected variables. 

Our expert (cardiologist) intervention has shown that the result 

of the SPE approach is more reliable. Accordingly, the RR 

variable is in defect due to the irregular heart frequency of the 

introduced ECG signal. To sum up, the linear PCA application 

to diagnose the ECG has given reliable results. Whereas, this 

approach is not enough to cover all defects on an ECG signal 

because it is not always linear. An integration of the non linear 

PCA is considered to improve the results of detection and 

localization and make them closer to the expert data. 
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