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ABSTRACT

Binarization is widely used technique in many of the image
processing applications. Fast algorithms are needed for fast and
efficient image processing systems. Many algorithms of image
processing and pattern recognition have recently been
implemented on Graphic Processing Unit (GPU) for faster
computational times. GPUs are most prominent hardware in
utilizing parallelism and pipelining than general purpose CPUSs.
Moreover, Speed, programmability, and price become it more
productive. In this paper, we proposed a parallel implementation
of well known Sauvola’s local binarization algorithm for Optical
Character Recognition systems. In this experiment, we achieved
a computational speedup of parallel implementation on GPU
20.8x times faster than implementation on CPU. The speedup
results of GPU are promising.
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1. INTRODUCTION

Most document analysis and recognition approaches are
developed on taking advantages of the underlying binarised
image information [1]. Two level data representation reduced
computational overhead and pixel analysis compared to 256
levels of gray scale or color image representation. Document
analysis and recognition algorithms are very slower due to
requirement of large memory and computational power. These
systems require higher implementation performance and enable
real time data processing. In the development of fast and
accurate OCR systems, computational power reduction and
power saving techniques are desirable. GPUs fulfill all the
requirement of developing fast OCR systems. Speed,
programmability, and price became it more attractive [2-3].

One of the most straightforward strategies for image analysis
techniques are based on the use of brightness of regions in the
image as a means of identification. It is desirable that the same
type of feature will have the same brightness throughout the
whole image. Global methods works better when uniform
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illumination presents in the image [4-9]. Uniform illumination
allows easier and more reliable image thresholding and it can be
achieved mainly by using artificial light sources and isolating
the subject from noises occurred by light reflexes, sunlight etc.
However, real-life and real-time document image processing
approaches are performed in non-uniform lightning conditions.
There might appear different types of degradation such as
complexity backgrounds, non-uniform intensity and, shadows.
The non-uniformity of light and other kind of degradations can
be minimized or even eliminated by using image processing
approaches. Local thresholding methods play important role in
the processing of document images [10-16].

The era of GPUs were started by many researchers to implement
parallel algorithms in various areas such as computational
geometry, and scientific computation, as well as computer
graphics [17-21]. Parallel implementations on GPUs have been
applied to various numerical problems [22-25] to reduce the
computation time. Computational cost reduction approaches to
handwritten character recognition were proposed in [26-30]. Oh
at al. implemented neural networks on GPU, which is one of
popular algorithm of pattern recognition, and the GPU was used
to implement the matrix multiplication of a neural network to
enhance the time performance [31]. Jung [32] proposed a Neural
Network based text localization in color images. Recently, Singh
et al. proposed parallel implementation of well known profiling
based segmentation algorithm for Devanagari character
recognition on GPU [33].

In the following sections, we present a detailed description of
the proposed methodology as well as experimental results that
demonstrate the efficiency of the proposed methodology.

2. INTRODCTION TO NVIDIA CUDA
ARCHITECTURE

This paper proposes more quick and efficient parallel
implementation on graphics hardware. We use a GPU language
CUDA (Compute Unified Device Architecture) Instruction Set
Architecture (ISA) and the parallel compute engine in the GPU
developed by NVIDIA, as the CUDA code is similar to C
language style and has less computational restriction. Other
GPU compilers require much special knowledge on computer

28



graphics. CUDA enabled GPUs have hundreds of cores that can
collectively run thousands of computing threads. Each core has
shared resources, including registers and memory. The on-chip
shared memory allows parallel tasks running on these cores to
share data without sending it over the system memory bus [34].

A fundamental building block of CUDA programs is the CUDA
kernel function [35]. When launching a CUDA kernel function,
a developer specifies how many copies of it to run. We call each
of these copies a task. Because of the hardware support of the
GPU, each of these tasks can be small, and the developer can
queue hundreds of thousands of them for execution at once.
These tasks are organized in a two-level hierarchy, block and
grid. Small sets of tightly coupled tasks are grouped into blocks.
In a given execution of a CUDA kernel function, all blocks
contain the same number of tasks. The tasks in a block run
concurrently and can easily communicate with each other, which
enables useful optimizations such as those of the section shared
memory. GPU’s hardware keeps multiple blocks in flight at
once, with no guarantees about their relative execution order. As
a result, synchronization between blocks is difficult. The set of
all blocks run during the execution of a CUDA kernel function
is called a grid.

3. SOUVOLA'’S BINARIZATION
APPROACH

Sauvola [12] proposed an algorithm similar to Niblack’s [11].
Niblack’s method works poorly on noisy and degraded
documents. Sauvola made some assumptions based on the
distribution of grey values associated with foreground and
background pixels. Threshold is computed as:

T(x,y)=m(x, Y)-{“ k '(w‘lﬂ 8

Where m(x,y) and s(x,y) are the same as in Niblack’s method. R
is the dynamic range of standard deviation. Values of R=128
and k=0.5 were used.

4. IMPLEMENTATION

In this experiment, first we implemented serial code of local
binarization approach of souvola’s proposed architecture and
second, parallel code is implemented. The sequential algorithm
is implemented in C++ and making use of C++ Standard
Template Library. VC++ version 14.00.50727.42 compiler for
80x86 is used.

The input image is given as a sequence of bytes representing the
intensity of a greyscale image. The input image is stored as
texture in the device memory. After that block and grid size was
calculated according to the dimensions of the input images. A
single thread calculates the threshold for a single pixel in the
output image. Following section dictates the detailed description
of the parallel implementation of the algorithm.

4.1 Parallel Implementation

In CUDA, it is assumed that both host and device maintain their
own DRAM. Host memory is allocated using malloc and device
memory is allocated using cudaMalloc. CUDA threads are
assigned a unique thread ID that identifies its location within the
thread, block and grid. This provides a natural way to invoke
computation across the image, by using the thread IDs for
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addressing. The parallel implementation of algorithm of
binarization is shown in the form of pseudo code shown in
algorithm 1.

Algorithm 1: Parallel Implementation of binarization
algorithm

Texture graylmage;
Kernal( windowsSize, outputimage)
{ int x = blockldx.x * blockDim.x + threadldx.x;
inty = blockldx.y * blockDim.y + threadldx.y;
int sum=0, sqr_sum=0;
for( i=y-windowSize to y+windowsSize)
for( j=x-windowSize to x+windowSize){
int v = graylmage.getPixel( j, i);
sum +=v;
sqQr_sum += v*v;

Calculate mean & varience;

Threshold = mean*(1+k*(varience/R-1));

if(graylmage.getPixel( x, y) <= threshold)
outputlmage.setPixel( x, y) = BLACK;

else outputimage.setPixel( x, y) = WHITE;

}
Main()

dim3 dBlock( BLOCKSIZE, BLOCKSIZE);

dim3 dGrid( (width+dBlock.x-1)/dBlock.x,
(height+dBlock.y-1)/dBlock.y );

kernel<<< dGrid, dBlock>>>( windowsSize,
outputimage);

5. RESULTS AND DISCUSSIONS

For the testing of Souvola’s approach of local binarization, we
collected a data set of handwritten as well as printed documents
from newspapers, old books and from different writers. The
collected documents are scanned using a scanner at 300 dpi. All
the experiments were carried out using the hardware
specifications of GPU: GeForce 9500 GT, 1 MB DDR2, No of
Processors = 4, No of core =32, RAM 1 GB, Frequency 1.35
GHz, DDR2 and CPU: Intel Core 2 Duo, 2.66 GHZ, No of cores
available =2, No of thread=1, No of thread/core=1, Physical
Memory =2 GB, DDR2.

To make faster the method, we parallelized Souvola approach of
binarization on CUDA and achieved an average speedup of
20.778803x over the serial implementation when running on a
GPU. The comparison of execution time of serial
implementation over parallel is shown in table 1. Table 1 also
shows that execution time depends on the window size and
image size in megapixels. As shown in table 1, average speed-up
is 22.89901941 when window size is 7, average speed-up is
20.96931534 when window size is 11, average speed-up is
20.31803128 when window size is 15, when window size is 19
the average speed-up is 19.98818541, and when window size is
23 the average speed-up is 19.71946374. The observation is that
when window size increases, the execution time decreases. Fig.
1 shows the graph of execution time of CPU in seconds vs.
window size. Fig. 2 shows the graph of execution time of GPU
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in seconds vs. window size. Fig. 3 shows the graph of speedup
vs. window size.

On the basis of visual observation, Souvola’s method of
binarization completely recovers text from degraded document
images. The promising results of approach are shown in fig. 4.
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Figure 1: Execution time of CPU in seconds vs. window size
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Figure 2: Execution time of GPU in seconds vs. window size
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Window | Mega- | oo it [parallel Speed-Up Speed-Up
Size pixels Average
1 0.328 | 0.01388 23.6311239
2 0.625 | 0.0277 225631769
7 4 125 | 005545 | 22.5428314 |22.89901941
8 2.532 | 0.11016 22.9847495
16 5.047 | 0.22162 22.7732154
1 0.75 0.0358 20.9497207
2 15 0.0716 20.9497207
1 4 3 0.14318 | 20952647 |20-96931534
8 6.016 | 0.28642 21.0041198
16 12.03 | 057312 20.9903685
1 1.39 0.0681 20.4111601
2 2.797 | 0.1376 20.3270349
15 4 5594 | 0.2751 20.3344238 |20-31803128
8 11.172 | 0.5515 20.2574796
16 22.359 | 1.1036 20.260058
1 2.25 0.1123 20.0356189
45 0.2255 19.9556541
19 4 9.015 | 0.4512 19.9800532 | 19-98818541
8 18.047 | 0.9023 20.0011083
16 36.125 | 1.8091 19.9684926
1 3.296 | 0.1679 19.6307326
6.61 0.3368 19.6258907
23 4 13.281 | 0.6724 19.7516359 | 19-71946374
26.594 | 1.3445 19.7798438
16 53.265 | 2.6889 19.8092157
Avg. Speed-Up 20.778803

Figure 3: Speedup vs. Window size

Table 1: Execution time of serial over parallel implementation
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Figure 4: Output images of Souvola’s approach of binarization

6. CONCLUSION

In this research work, a well known Souvola’s binarization
algorithm for optical character recognition has been parallelized
and achieved an average speed-up of 20.8x. The implementation
of binarization algorithm on the graphics device is promising
with large two dimensional degraded document images.

CUDA itself has been shown to be an excellent framework to
accelerate computational problems of OCR systems for handling
large size documents. A fast OCR can be designed using the
parallel implementation on GPUSs.
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