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ABSTRACT 

There are immense efforts to design a complete OCR for most 

of the world’s leading languages, however, multilingual 

documents either of handwritten or of printed form. As a united 

attempt, Unicode based OCRs were studied mostly with some 

positive outcomes, despite the fact that a large character set 

slows down the recognition significantly. In this paper, we come 

out with a method to classify words to a language as the word 

segmentation is complete. For the purpose, we identified the 

characteristics of writings of several languages and utilized 

projecting method combined with some other feature extraction 

methods. In addition, this paper intends a modified statistical 

approach to correct the skewness before processing a segmented 

document. The proposed procedure, evaluated for a collection of 

both handwritten and printed documents, came with excellent 

outcomes in assigning words to languages.   

General Terms 

Pattern Recognition, Document Processing, Optical Character 

Recognition. 

Keywords 
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1. INTRODUCTION 
The main focus of the efforts looking forward for a better 

recognition of characters in document, always aimed to excel 

and achieve a better precision in generating texts from the raw 

documents. Even an enormous of the researches dedicated to 

recognize the hand written documents that failed to accomplish 

100% accuracy. However, multilingual OCR, a field of 

prospective is overlooked by and large, in spite of multilingual 

writing is harnessed worldwide especially in countries where 

several languages are officially approved.  

Task of document skew correction, line and word segmentation 

are performed in MOCR in the similar fashion is done in a local 

or a particular OCR. Among the methods of skew correction 

Hough Transform [2] [3] [4] [5] [6], Projection Profile [7] [8] 

[9], Fourier transformation [10], Clustering [11], Cross 

Correlation [12] methods are established and utilized usually.  

For the purpose of text line detection and segmentation a great 

diversity techniques for both printed handwritten documents has 

been studied and practiced widely. There are chiefly three 

fundamental categories that these text line detection and 

segmentation techniques fall in. Methods belonging in the first 

category employ the Hough transform [13] [14] [15] where, 

beginning from some points of the initial image, the lines that fit 

best to these points are extracted. The points considered in the 

Hough transform are typically either the gravity centers [13] or 

minima points [15] of the connected components. In [14] a 

block based Hough transform approach is applied taking the 

gravity centers of parts of connected components into account, 

which are called blocks. Methods belonging in the second 

category employ projections [1] [16] [17] [18] [22] [23] [24]. 

The methodology divides the document image into vertical 

strips as represented in [1] [17], and in these strips calculate the 

horizontal projections. The resultant projections are associated 

in order to extract the final text lines. In [16] [19], the histogram 

of the pixels’ strength at each scan line is calculated. The 

produced bins are smoothed and the consequent valleys are 

identified. These valleys specify the space between the lines of 

the text. Lastly, methods of the third category use a kind of 

smearing [20] [21]. In [20], a fuzzy run length is used to 

segment lines. This measure is calculated for every pixel on the 

original image and describes how far one can see when standing 

at a pixel along horizontal direction. By this measure, a new 

grayscale image is created which is binarized and the lines of 

text are extracted from the new image.  

Some other methods that do not belong in the previous 

categories are discussed in [25] [26] [27]. In [25], the text line 

extraction crisis is viewed from an Artificial Intelligence 

perspective. Shi et al. in [26], uses the Adaptive Local 

Connectivity Map. The method explained in [27], requires 

parameters to be set, according to the type of handwriting. Skew 

detection methods [28] [29] and baseline estimation methods 

[27], [28] are not flexible to capture the variation in handwriting. 

The method in [30], supposes that each connected component 

belongs to the same line. 

For the purpose of word segmentation there exist two different 

tendencies. First of all, the connected components are calculated 

and the spaces between neighboring connected components are 

ascertained using a metric such as the Euclidean distance, the 

bounding box distance or the convex hull metric [19] [31] [32]. 

Then, a threshold is defined that is used to classify the calculated 
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distances as either inter-word or inter-characters gaps. In the 

second group [33], the word segmentation crisis is assumed as a 

text line recognition task, adapted to the characteristics of 

segmentation. That is, at a particular point of a text line, it has to 

be found out whether the considered point belongs to a letter of 

a word, or to a space between words. 

Most of the methods mentioned above, deal fruitfully with the 

separation of horizontally connected text lines which is a vital 

aspect towards word recognition; however, an ineffective 

inequity between inter-word and intra-word spaces. To be more 

exhaustive, none of the methods classify words to languages 

before character recognition thereby fail to identify foreign 

words accordingly convert them with junks. The reasons 

actuated us to present a methodology that harnesses complex 

projection profiles to facilitate words classification to languages 

immediately after line & word segmentation is complete 

therefore increasing the accuracy of character recognition.  

2. MOCR: OPERATION PRINCIPLE 

2.1 Projection Discrimination  
In our MOCR we assumed two categories of languages. 

Category 1: Languages that use English alphabets or modified 

(alike) form of English alphabets. Languages in this class are 

listed in Table 1.  MoEn refers to this class of languafes. 

Table 1. List of Languages that use English or alike 

alphabets 

English Latin Italian French 

Spanish Danish Portuguese German 

Croatian Turkish  Norwegian Dutch 

Polish Latvian  Hungarian Malay 

Finnish Romania  Vietnamese Czech 

Slovenian Swedish  Indonesian Irish 

Hungarian Filipino Slovak  

 

Category 2(SASB Languages): Languages in this category use 

Stroke based alphabets; most of those belong to South Asia. 

Languages in this class are listed is Table 2. The phrase South 

Asian Stroke Based Languages is abbreviated to SASB 

Languages. 

Table 2. List of Languages that use Stroke based alphabets 

Bengali Hindi Nepali 

Punjabi Sanskrit Marathi 

 

The sentence “Freedom is the greatest achievement of any 

nation” is translated to languages listed in Table 1 & Table 2. 

Afterward, we calculated horizontal projection profiles for the 

sentences that are revealed in Table 3. According to the 

projection illustrated in the table we deduced, horizontal and 

vertical projection (illustrated in Figure 1) of languages in 

category 1& 2 profiles exhibit distinct and discriminating 

patterns that is listed in the Corollary 1 and Corollary 2. 

Corollary 1: “The range where leading (upper amplitude) values 

belong in the profile, is in a distance than the 

class of values in previous larger range or the 

overall average amplitudes for stroke based 

languages. The range, in addition belongs to 

upper half of the projection for SASB languages” 

Corollary 2: “Intra-word spacing is absent (more or less) or 

negligible in South Asian Stroke based languages 

(Category 2).” 

Here illustrated diverse types of Bengali handwritings of same 

word along with their horizontal projection in figure 2. That 

eventually evident Corollary 1 to be accurate.  

2.2 Twofold Classifier 
The twofold classifier, if employed, checks both the horizontal 

and vertical projections to confirm the classification of a word. 

In case of multilingual printed documents written in languages 

in category 1 &2; the method out performs as printed documents 

always restrain be intra-word spacing however multilingual 

handwritings as the slant is user dependent and character adjoin 

may cause the corollary 2 unviable. Therefore, printed 

documents validates both the corollaries however handwritings 

in some cases invalidate corollary 1. We can express in other 

words, corollary 1 to be writer independent but the corollary 2. 

In category-1 words as in Figure-1, if the writer does not link the 

characters or intra-word spacing exists in that case both the 

corollaries are viable. 

 

 

 
Figure1.Vertical Projection for some multilingual text lines 
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Figure 2:  Horizontal projection of a word written in 8 

different handwriting styles. 

-

Table 3.  List of Languages that use Stroke based alphabets 

Language Topic Sentence Horizontal Projection 

English 
 

Bengali 

 

Hindi 

Marathi 

Punjabi 

Sanskrit 

Nepali 

Croatian 

 

Danish 

Dutch 

Finnish 

French 

German 

Indonesian 

Italian 

Latin 

Norwegian 

Portuguese 

Spanish 

Swedish 

Turkish 
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3. OPERATION  
A number of OCRs are available for most of the languages; we 

expect multilingual OCRs to combine features specific to 

particular OCRs, in other words, MOCR is a combined effort 

that accumulates several OCRs obligatory in order to convert a 

document. The words of different languages exhibit some 

specific patterns as the features (such as, horizontal or vertical 

profile) are extracted that is discussed in length at section 2.1.  

 

Figure 3: Process flow of MOCR Classification 

The proposed method depicted in figure 3 assumes a Binarized 

(monochromic, gray scale) and noise reduced (by the means of 

adjusting the contrast and brightness or setting up the color level 

or discarding isolated clusters occupying few bits) document 

image as the input. The document, skew corrected in general, we 

apply line segmentation (discussed in length in the next 

subsection). After line segmentation is finished, we push 

surrounding borders along the grid points that the fencing to the 

text lines doesn’t capture any text contents and white spaces are 

least. For handwritings, the line extracted might be slanted if 

words in the same line possess different obliquity. We optimize 

the skewness of the text line in the way obliquity is minimum 

for most of the words.  

Line Segmentation: The text line segmentation section of 

proposed MOCR performs in the manner as statistical 

segmentation method presented in [1]; however a mere 

modification proposed. The process by default fix some values 

based on the document size that guides segmentation moving 

horizontally, vertically or diagonally, that eventually act like (m 

x n) grids over the document. Starting to segment lines, we start 

from left assumed grid points moving toward other end guided 

by the movement values as long as we don’t cross any text 

content. We move diagonally or vertically in case we detect any 

obstacle of text contents; where diagonal movements are 

preferable to perpendicular. After an aberrant movement we 

again try to move flat always keeping in mind to exclude texts.  

The next line will stick to the same set of rules however must 

embrace a text line.  

Word Segmentation: Word segmentation obliges that the 

document is already segmented in text lines. Besides, we also 

assume that for a text line, Connected Component (CC) belongs 

to a word, i.e. consecutive words are detached. Therefore, 

candidate word separators would lie at the gap between two 

successive CCs. We involve statistical projection profile method 

to segment words from lines. Projections (vertical) are very 

functional to identify words of SAS languages because of 

strokes. Therefore, only to decide, what the patterns and length 

of inter word spacing will be. We list all the spacing in a text 

line and discard extreme values; minute samples might be 

disregarded to facilitate the decision. Thus we remain with the 

spaces of a specific category, averaging the values we have a 

range of expected inter word spacing to consider. 

Immediately after the words are segmented, the word classifier 

has the main role to play. For handwritings, words might be 

tilted, that we corrected (linearly straightened and upright) 

before applying to classifier; strokes there provide a useful 

parameter in correction with easily perceived statistical attribute. 

At this instant, we ascertain horizontal and vertical projection (if 

necessary) for the skew corrected word and apply both the 

corollaries (section 2.1) to classify the word. However, corollary 

2 might not always be necessary; instead we employ corollary 2 

that require vertical projection, only in the cases when there is 

complexity deciding the classification of a word. 

The classified words finally fed to local OCR for further 

processing and recognition of characters and last of all, the 

character results are accumulated and arranged accordingly to 

form the final output. 

4. MOCR PERFORMANCE EVOLUTION 

We have collected 200 handwritten documents from peoples of 

ages 12 to 45 and evaluated the performance of our proposed 

methodology on a test set of 173 images. Total text lines in the 

test set were 2789 while the corresponding number for words 

was 16743; where 11045 words are stroke based Bengali, Hindi 

and remaining were written in English, Spanish in a mixed 

pattern e.g. figure 4, 6, 8. Among 173 test documents set there 

are two types of documents grouped with respect to intra-word 

spacing exists or not. Moreover, the texts were collected from 

guided, unguided and random writing sources. For guided texts 

(e.g. figure 4, 6) we provided the writers with texts and the 

direct them to write according to the guidelines. Unguided 

(figure 8) text writers were supplied with the texts but 

guidelines. Random texts are of diverse sources, they have their 

own set of writing and roughly no set of rules to follow. 

Figure 5, 7, 9 delineate the line segmentation output, however 

the grids are imaginary formed with the movement values set by 

the method automatically. Figure 10, 11 depicts two sample 

final outputs of proposed word classifier; categorized words are 

set to different color levels. 

 

Binarized and Noise Reduced 

Document Input 

Text Line Segmentation 

Text Line Angle 

Reduction 

Word Segmentation 

Feature Extraction 

&Horizontal Profile 

Evaluation 

Word Classification 

Forward to Local OCR for 

Further Processing 
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To confirm the efficacy of our method we evaluated the 

performance of the modules specifically the classifier with 

respect to the actual data that is listed in Table 4.  

                  
 Figure 4: Raw Handwriting Image (Bengali+English) Figure 5: Line Segmentation Output 

                 
 Figure 6: Raw Handwriting Image (Hindi+English) Figure 7: Line Segmentation Output 
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 Figure 8: Raw Handwriting Image (Bengali+English) Figure 9: Line Segmentation Output 

. 

 
Figure 10: Final output after word classification (EN+BE) 

 

 

Figure 11: Final output after word classification (EN+HI) 

 

In the line segmentation phase, no complete grid vector is 

determined in real; traversing along the path looks like moving 

along a grid. The horizontal, vertical or diagonal movements for 

the segmentation of whole document constitute some fixed 

values that in terms define the accuracy of line segmentation. 

Inconsistent inter-word spacing and inter-word spacing cause 

troubles like same word parts are identified as two words and 

mixing of multilingual words part. 

The number of errors encountered in the classification phase is 

due to the arbitrary and inconsistent writing style of the writers. 

In addition, some writer exploit different attribute in writing 

words of two languages alongside; that is considerable source of 

error in this phase. 
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Table 4. Performance Appraisal of Proposed Classifier 

Segmentation and Classification 

 
Docu

ments 

Line Seg. 

(det/actual) 

Word Seg. 

(det/actual) 

Classify Words 

(det/actual) 

Guided 

Writings 
64 

1076/1088 

(98.9%) 

7513/7424 

Error: 1.4% 

SASB-4729/4800 

(98.5%) 

EN-2784/2624 

Error: 6.1% 

Unguided 

Writings 
57 

923/1054 

(97.3%) 

6823/6612 

Error: 3.2% 

SASB-3856/4275 

(90.2%) 

EN-2967/2337 

Error: 27% 

Random 

Writings 
52 

678/647 

Error: 4.8% 

2854/2707 

Error: 5.4% 

SASB-1912/1970 

(97.1%) 

EN-942/737 

Error: 27.8% 

Total 173 2677/2789 17190/16743 

SBSB-

10497/11045 

EN- 6693/5698 

*SASB Language set consists of Bengali and Hindi texts 

*Otherwise mentioned the percentage denotes accuracy 

 

The accuracy percentage is ascertained by dividing detected 

values with actual values. We find the error percentage, in cases 

where number of detected words or lines exceeds actual value. 

For all types of writings a close scrutiny revealed that, MoEN 

(Category 1) words were categorized suitably with almost 

99.86% accuracy and SASB (Category 2) words with 99.64% 

accuracy. Writings without stroke contribute as the main source 

of error. An overall of 12% error was committed in 

classification phase, which is writing dependent and higher for 

unguided and random writings.  

 

5. CONCLUSION 
In this paper, we present a classification methodology that 

categorizes multilingual texts either of handwritten or of printed 

document. Taking the previously published works on skew 

correction, on text line segmentation and on word segmentation 

into account the basic novelties of the proposed approach consist 

of (i) classifying words to languages before character 

recognition task is on track, (ii) an improved statistical 

methodology for the separation of vertically connected text lines 

and (iii) a hybrid word segmentation method recognizing inter-

word and intra-word distances and judging vertical projection. 

The method evaluated with 173 handwritten documents, found 

to validate the propositions about classification with almost 91% 

accuracy except a bit more time consumption while processing 

large documents; that we expect to improve in our future works. 

In addition, we believe the MOCR methodology will be 

exploited widely as an obligatory module combining multiple 

local OCRs. 
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