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ABSTRACT 

Today’s data center complexity has been drastically increased 

with the widespread of many dynamic services. However, 

provisioning heterogeneous services to satisfy user’s demand 

is a challenging task for the service providers and as well for 

the cloud Network administrators. Traditional network 

architectures were not designed to meet the requirements of 

today’s enterprises and end users. Hence to meet the users 

demand and to address the difference between market 

requirements and network capabilities in data centers the 

industry has come up with the Software-Defined Networking 

(SDN) architecture and its related standards. With SDN, static 

network can advance into a wide range of service delivery 

platform capable of responding rapidly to changing business, 

end user’s demand, and market needs. SDN provides a novel 

and innovative approach for controlling and managing virtual 

machines in data centers. In this paper, we discuss the concept 

of SDN, which can be implemented by the OpenFlow 

protocol. We discuss the OpenFlow architecture and its 

components with various OpenFlow versions. Finally we 

discuss OpenFlow based SDN implementation, testing and 

present an overview of SDN based applications. 

Keywords 
Software Defined Networking, Open Flow, Network 

management 

1. INTRODUCTION 
Data centers consist of layer 2 and layer 3 devices, namely 

switches and routers which carry traffic. With the growth of 

the network, and to meet the growing traffic demands of new 

applications many efforts have been taking place in 

configuring these switches and routers. As demand on the data 

center growing rapidly, so is the network growth. However, 

the network becomes very much difficult with the addition of 

hundreds to thousands of devices that must be configured and 

managed. The change in traffic patterns, rise of cloud 

services, and growing demand of bandwidth has lead network 

administrators to look for innovative solutions, since 

traditional networking technologies are not suited to the 

dynamic computing and storage needs of data centers. 

Applications are distributed across many virtual machines 

(VM), which exchange traffic flows with each other. 

Migration of VMs to optimize and rebalance workloads 

causes the physical end points of existing flows to change. 

Therefore an approach is necessary for maintaining growing 

network easily. Instead of configuring scattered thousands of 

devices, network operators and administrators can 

programmatically configure this simplified network 

abstraction. Hence, Software Defined Networking (SDN) a 

new approach in networking technology, was designed to 

create high level abstractions on top of which hardware and 

software infrastructure can be built to support new emerging 

applications.  SDN allows network providers to expand their 

network and services with a common approach and tool set.  

OpenFlow protocol follows SDN approach which gives 

programmable control of flows to network administrators. It 

helps to identify a path that a flow takes from source to 

destination in spite of the network topology, and utilizes flow 

based processing for forwarding packets. The objective of this 

paper is to focus on the concept of SDN from the Open 

Networking Foundation (ONF).Several versions of OpenFlow 

specification exist with more powerful features. The rest of 

the paper is organized as follows. We discuss how SDN 

supports to network innovation by various networking 

applications that were implemented and analyzed in recent 

years. These applications are in the areas of network 

management and traffic engineering, cloud data center, 

security, network virtualization. Several surveys of SDN have 

been made this contribution differs from them through an 

analysis of architectural design choices for OpenFlow based 

SDN networks. Section 2 explains the concept of SDN, and 

Section 3 gives an overview of the OpenFlow architecture, 

which is currently the major protocol to control network 

elements in SDN. Section 4 we discuss SDN implementation 

and testing. Section 5 we discuss various SDN applications. 

Finally, Section 6 concludes this work. 

2. SOFTWARE DEFINED         

NETWORKING  
SDN is the network architecture that helps to ease network 

control, management, virtualization, multi tenancy and to 

allow improvement through network programmability.SDN 

consists of separate control plane and forwarding data plane. 

The separation of this forwarding hardware from the control 

logic allows easier operation of new protocols, applications, 

network visualization and management. Instead of enforcing 

policies and running protocols on spread devices, the network 

is reduced to simple forwarding hardware and the decision 

making network controller. The controller manages all 

switches, routers, and other network devices as a common 

logical architecture. This logical architecture may be of 

different behavior on different vendor equipment and in 

different types of network devices. SDN architectures support 

a set of APIs that make it possible to implement common 

network services, including routing, multicast, security, access 

control, bandwidth management, traffic engineering, quality 

of service, processor and storage optimization, energy usage, 

and all forms of policy management.   

3. OPEN FLOW ARCHITECTURE 
OpenFlow is the standard communication interface defined 

between the control layer and forwarding layer of SDN 

architecture. OpenFlow allows direct access to and 

manipulation of the forwarding plane of network devices both 

physical and virtual devices such as switches and routers. 

OpenFlow protocol is defined between SDN controllers and 

network devices and as well as it specifies the logical 

structure of the network switch functions [1, 2].  
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The OpenFlow Switch Specification is published by the Open 

Networking Foundation (ONF). ONF is a group of software 

providers, content delivery networks, and networking 

equipment vendors to support software defined networking. 

The OpenFlow version 1.0 was first developed at Stanford 

University and was widely implemented. OpenFlow version 

1.2 was released from ONF after the project from Stanford. 

Extended functions were released in OpenFlow versions 1.3 

and 1.4 as depicted in table 1. 

The OpenFlow architecture consists of three components 

 The data plane network  is built up by Open Flow  

switches   

 The control plane consists of  OpenFlow controller 

 A secure control channel connects the switches with 

the control plane 

In the following, we discuss internal structure of Open Flow 

switches and their interactions with the controller. Figure 1 

shows the basic structure of the OpenFlow environment. An 

SDN controller communicates with OpenFlow switches using 

the OpenFlow protocol running over the Secure Sockets 

Layer. Every switch connects to other OpenFlow switches and 

also to end-user devices. 

 

 
Fig 1: OpenFlow Switch Architecture 

3.1 Open Flow Switch  
An OpenFlow switch is a basic forwarding device that 

forwards packets according to its flow table. The OpenFlow 

switch consists of three types of tables. The flow table, group 

table and the meter table. In turn, each switch consists of a 

series of tables, implemented in hardware or firmware to 
manage the flows of packets through the switch. All incoming 

packets from a particular flow are matched with the flow 

table. The flow table describes the functions that are to be 

performed on the packets. There may be one or more flow 

tables. A Group table does many actions on one or more 

flows. Flow table directs a flow to the group table. Flow 

performance related actions are done on Meter Table.  

 

Table  1. OpenFlow versions and its features 

 

Version Released 

in year 
Features 

Statistics 

Measured 

 

 

 

1.0 [3] December 

2009 

Provides  QoS 

support , single 

flow table 

 

Per 

table/flow/port/ 

queue statistics 

 

 

 

 

1.1[4] 
February 

2011 

 

Provides additional 

statistics fields due 

to the changed 

switch 

architecture, 

multiple flow 

tables 

 

Per 

table/flow/port/ 

queue /Group 

/Action bucket 

statistics 

 

 

 

 

 

1.2 [5] December 

2011 

Extended protocol 

support  for IPv6, 

multiple flow 

tables, it can be 

configured to 

simultaneous 

communication 

with multiple 

controllers 

Per 

table/flow/port/ 

queue /Group 

/Action bucket 

statistics 

 

 

 

 

 

1.3 [6] June 2012 

Multiple flow 

tables, Introduces 

new features for 

monitoring and 

operations and 

management 

Per 

table/flow/port/ 

queue /Group 

/Action bucket 

statistics  

Per-flow meter 

/meter band 

 

 

 

 

1.4 [7] 

October 

2013 

Multiple flow 

tables, support for 

the Open Flow 

Extensible Match 

Group /Action 

bucket statistics 

Per-flow meter / 

meter band 

 

In the following section we discuss in detail open switch 

components. 

3.1.1 Flow- Table components 
A flow consists of a sequence of packets that matches a 

specific entry in a flow table. A combination of flow entries 

on multiple switches defines a flow that is bound to a specific 

path. Each flow table in the switch contains six entries as 

shown in table 2.   

Table  2. Components of Flow Table 

Match 

Field 
Priority Counter Instructions 

Time 

outs 

Cookies 

 Match Fields: Used to select packets that match the 

values in the fields. 

 Priority: priority order of each table entries. 
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 Counters:  Many counters are defined in the Open 

Flow specification namely, number of received 

bytes, packets per port, per flow table, per flow 

table entry, number of packets dropped, and period 

of a flow.  

 Time outs: Defines the Maximum amount of idle 

time before a flow is discarded by the switch. 

 Cookie: Data value chosen by the controller to filter 

flow statistics, flow modification, and flow deletion 

and is not used when processing packets. 

 Instructions: Is associated with the specific flow 

entry and is executed if a match entry is found else 

if no match found in a flow table, the outcome 

depends on configuration of the table-miss flow 

entry. 

3.1.2 Match Fields 
The Match Fields component of a table consists of Ingress 

port, Ethernet source and destination addresses, IPv4 or IPv6 

protocol number, IPv4 or IPv6 source Address and destination 

Address, TCP source and destination Ports, UDP source and 

destination Ports. Open Flow switch must support these match 

fields and the optional fields such as physical port, Ethernet 
Type, VLAN ID ,VLAN user Priority and  Traffic Class.  

3.1.3 Instructions 
The instructions component of a table entry consists of a set 

of instructions with actions and action set that are executed if 
the packet matches the entry. 

 Instructions are of four types: 

 Go-to-Table: The packet is directed to a table along the 

pipeline using the Go to-Table instruction. 

 Meter instruction: The packet is directed to a specified 

meter using the meter instruction. 

 The packets modification can be done between two 

tables and multiple actions can be executed on the packet 

of the same type when it is matched to a table entry. 

 

 All the actions can be cleared in the action set or   

specified actions can be combined into the current action 

set for the packet on this flow.  

 Packet consists of metadata value which is used to carry 

information from one table to the next. 

3.1.4 Action Set 
An action set is related with each packet which describes 

packet forwarding, packet modification, and group table 

processing operations. The action set can be modified using a 

Write-Action instruction or Clear-Action instruction attached 

with a particular match. The action set is accepted between 

flow tables. When the instruction set of a flow entry does not 

contain a Go-to-Table instruction, pipeline processing is 

stopped and the actions in the action set of the packet are 

executed.  
The OpenFlow specification includes the following actions: 

 Output: The packets are forwarded to the specified 

port. 

 Set-Queue:  Queue ID is put for each packet, the 

queue ID determines which queue attached to port is 

used for scheduling and forwarding the packet. It is 

used to provide basic QoS support. 

 Group: specifies particular group packet that can be 

processed. 

 Push-Tag/Pop-Tag: Field is applied for virtual 

network like VLAN or MPLS packet. 

 Set-Field: Is used to modify the values of respective 

header fields in the packet. 

 Change-TTL:  To used to change the values of the 

IPv4 Time to Live (TTL), IPv6 Hop limit, or MPLS 

TTL in the packet. 

3.1.5 Flow-Table Pipeline 
A switch has one or more flow tables. If there is more than 

one flow table then the tables are labeled with numbers 

starting with 0.When a packet is sent to a table for matching, 

the input to the table consists of the packet, the identity of the 

ingress port, the associated metadata value, and the associated 

action set. 

For table 0, the metadata value is blank and the action set is 

null. Processing is done as follows: 

 Find the highest-priority matching flow entry. If no 

match on any entry and no table-miss entry, then the 

packet is dropped. 

 If there is a match only on table-miss entry, then 

that entry tells one of  the below three actions: 

 Send packet to controller to define a new 

flow for this and similar packets, or 

decide to drop the packet. 

 Direct packet to another flow table down 

the pipeline. 

 Drop the packet. 

 If there is a match on one or more entries, then the 

match will be with the highest-priority matching 

entry. The following actions are performed: 

 Counter is updated associated with this 

entry. 

 Instructions associated with this entry are 

executed. 

 Lastly, the packet may be forwarded to 

either to flow table or to the group table, 

or to meter table, or it could be send to an 

output port. 

There is no option for forwarding to another flow table from 

the last table in the pipeline. When a packet is finally directed 

to an output port, the action set is executed and then the 

packet is queued for output. Some of OpenFlow switches with 

design type and versions are summarized in table 3. 
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Table 3: OpenFlow Switches 

 

Switch 

 

Design 

Type  

Series and  

Versions 

 

OpenFlow 

version  

Arista  [8]  HW  7050 ,7150, 

7500  

1.0  

Cisco HW  3750   

Brocade [9]  HW  CES 2000, 

CER 2000, 

MLX  

1.0, 1.3  

HP [10]  HW  3500, 3500yl, 

5400zl, 6200yl, 

6600  

1.0, 1.3  

IBM 

[11,12]  

HW  IBM 8264, 

RackSwitch 

G8264, 

G8264T  

1.0  

LINC [13]  SW  -  1.2,1.3,1.4  

NEC [14]  

 

HW  PF5240, 

PF5248  

1.0 , 1.3.1  

Open 

vSwitch 

[15]  

SW  Latest version 

OVS 2.1.2  

 1.0 for OVS 

1.9 , 

1.2 and 1.3 

for OVS 

1.10  

1.1 for OVS 

2.0  

1.4 for OVS 

2.2  

Pica8 [16]  HW  P-3290, P-

3295, P3930,  

P-3297,  

P-3922  

1.0, 1,1, 1.2, 

1.3, 1.4  

 

3.2 OpenFlow Controllers 
Network devices in data center gets instructions and network 

rules from the controller. In turn, the controller does switch 

configuration, management, get events from the switch, and 

sends packets out to the switch. Using the OpenFlow protocol 

it manages packets, switch flow table entries by adding and 

removing flow entries over the secure channel. The Controller 

can be configured either in centralized configuration using 

single controller for managing and configuring all devices or 

in distributed configuration with a single controller for each 

set of switches. The controller operates either in reactive 

mode or proactive mode [17].  

In reactive mode, the table does not have any rules. Hence 

when the packets appear at a switch, the switch informs the 

controller about the packet. Then the controller finds the path 

for the packet and set the suitable rules for all switches along 

the path, and lastly the packets of that flow are forwarded to 

their destination. In proactive mode, in prior controller installs 

the required flow entries in the switches. In this configuration, 

the controller will have more power on performance than a 

proactive flow configuration. The controllers are much faster 

than the switches with respect to performance. Due to 

timeouts like TLS echo request, session timeouts or other 

disconnections switch may lose connection with all 

controllers. The switch must leave at once depending upon the 

switch implementation and configuration. The packets and 

messages destined to the controllers are dropped in fail secure 

mode. According to fail secure mode flow entries have their 

expire timeouts. In fail standalone mode all packets are 

processed by the switch using the reserved port where it acts 

as a legacy router or Ethernet switch. At the start up, switch 

will operate in fail secure mode or in fail standalone mode, 

unless successfully connected to the controller. When the 

controller is connected existing flow entries remain same 

unless if required the controller has the option of deleting all 

flow entries. Table 4 provides a list of open source controllers 

with its main descriptions. 

3.3 OpenFlow Channel 
The messages are exchanged between OpenFlow switch and 

OpenFlow controller using the OpenFlow channel. On set up, 

the switch and controller communicates through a TLS 

connection which is situated by default on TCP port 6653. 

While using TCP, Security actions has to be considered to 

prevent from attacks, eavesdropping, and controller 

impersonation on the OpenFlow channel. Switches 

communicate with the controller using a user-specified 

transport port or the default transport port switches at a user 

configured IP address. If the switch is configured with the IP 

address of the controller to connect, the switch initiates a 

standard TLS or TCP connection to the controller.  

Authentication between the switch and controller is done by 

exchanging the certificates signed by a private key. Each 

switch must be configured by user with one certificate for 

authenticating the controller. A single controller or several 

controllers can be connected to the switch. If one controller 

connection fails then it can be replaced by other controllers. 

For more reliability multiple controllers are connected. The 

controller manages the switch, enables load balancing and fast 

recovery from failure.  

3.4 OpenFlow Protocol 
The OpenFlow protocol is a key enabler for SDN which 

directs handling of the forwarding plane of network devices. 
The messages are exchanged between an OpenFlow controller 

and an OpenFlow switch using OpenFlow protocol. The 

controller can delete, add and update actions to the flow 

entries in the flow table with the OpenFlow protocol. The 

three classes of communication namely, controller-to-switch, 

asynchronous, and symmetric is supported by OpenFlow 

protocol.  

 Asynchronous: This class includes various status 

messages to the controller. The Packet-in message is 

used by the switch to send a packet to the controller 

when there is no flow-table match. 

 Controller-to-Switch: The controller sends messages to 

manage the logical state of the switch, configuration 

details of flow and group table entries. Packet out 

message is send when a switch forwards packet to the 

controller and then the controller directs the packet to a 

switch output port without dropping it. 

     Symmetric: These messages are sent without the help 

from either the controller or the switch. Hello messages 

are sent back and forth when the connection is set up 

between the controllers and switch. The OpenFlow 

protocol messages are summarized in table 5, 6 and 7. 
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Table 4:  Controllers in SDN 

Controller  Language  Created by  Open 

source  

Open 

Flow 

version  

Description  

NOX  Python, 

C++  

Nicira  Yes  1.0, 1.3 

 

Asynchronous, event-based 

programming model, component based 

framework. NOX-MT is multithreaded 

with improving throughput and 

response time [18].  

POX  Python 2.7  Nicira  Yes  1.0  Component based framework, targets 

Linux, Mac OS, and Window [19].  

 

Beacon  Java  Stanford university  Yes  1.0.1  Event based and threaded Cross-

platform, Dynamic, and Rapid 

Development [20].  

 

Maestro  Java  Rice university  Yes  1.0  Modular network control applications, 

multi-thread [21].  

 

Floodlight  Java  Big Switch 

Networks  

Yes  1.0  Based on Beacon, core architecture is 

modular, open source agent [22].  

 

Floodlight-plus  Java  Big Switch 

Networks  

Yes  1.3  New version of floodlight for 

supporting OF 1.3 [23].  

 

Ryu  Python  NTT Labs  Yes  1.0, 1.2, 

1.3, 1.4  

Component based, supporting 

components development in other 

languages, event management and 

reusable NETCONF library, sFlow 

/Net flow library [24].  

 

Open Daylight  Java  Linux Foundation  Yes  1.0 , 1.3  Modular, pluggable, and flexible 

controller platform, supporting 

multiple southbound protocols [25].  

  

Table 5: Asynchronous Messages 

 

Packet-in 

 

Transfer packet to controller, used to configure buffer packets  

 

 

Packet-out 

 

 

Message send from the controller 

Flow-Removed Report to the controller about the removal of a flow entry from a flow table 

 

Port-Status Report to the controller from the switch such as port-status, port configuration or 

port state changes 
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Table 6: Controller to Switch Messages 

 
Table 7: Symmetric Messages 

 

Hello 

Upon connection set up ,hello message 

is exchanged between the switch and 

controller 

 

 

Error 

Switch informs to the controller to 

notify to notify the connection problems 

and also indicates failure of a request 

initiated by the controller 

 

 

Echo 

Echo request/reply messages can be 

sent from either the switch or the 

controller verify the liveness of a 

controller-switch connection as well 

used to measure its latency or 

bandwidth 

 

Experimenter Meant for future Open Flow revisions 

 

 

4. IMPLEMENTATION AND TESTING 
Researchers can test new services, applications and protocols 

on an emulation of the expected deployment environment 

before moving to the actual hardware. Mininet is a software 

tool supports entire OpenFlow v1.0 network can be emulated 

on a single computer .It uses Linux kernels along with Python 

language scripts to construct a virtual network of large 

number of host network, Open Flow switches, and controllers 

in any network topology over a single desktop or laptop 

station.EstiNet is simulation as a service which uses the 

company servers to run the simulation or the emulation 

projects [27]. Ns-3 supports OpenFlow protocol and its 

switches in simulator environment but the drawback is it 

cannot readily run a real Open Flow controller such as NOX, 

POX, or Floodlight. Trema is an OpenFlow framework for 

integrated testing and debugging environment. It manages, 

monitor, and diagnose the entire system with a network 

emulator and a diagnostic tool like Trema shark, Wireshark 

plug-in [28]. For testing novel applications using OpenFlow 

test-beds, experimental environments were developed. To 

support experimental research in networking Global 

Environment for Network Innovations (GENI) supported by 

the National Science Foundation were developed. Researchers 

can dynamically control and extend the network through 

OpenFlow OFELIA test-bed. 

5. SDN APPLICATIONS 

5.1 Network Management  
Network management in software defined network can be 

done from logical flow tables which are in the centralized 

logical controllers and these flow tables can be used in 

distributed switches. Due to high-level policies in a 

distributed low-level configuration using CLI mode network 

state is difficult to achieve. Authors solved problems in an 

event-driven control framework which is on functional 

reactive programming and OpenFlow 1.0.0 [29].Another 

control system was proposed that does integrated network 

management, control system discovery and fault detection 

[30]. Security management is another aspect of network 

management. The algorithm of information security 

management system combined with fuzzy logic and a 

prototype of intrusion detection system was designed [31]. 

For event-based network control approach, Lithium system 

was developed [32]. For minimal visibility of performance 

and control, a programmable measurement platform approach 

was Bismarck was introduced [33]. 

5.2 Network Virtualization  
Network virtualization is one of the important key research 

areas of network that allow multiple users to share resource 

and infrastructure. A system for managing virtual networks 

and sharing infrastructure based on layer 2 and OF were 

introduced [35]. For managing and monitoring slices 

infrastructure operations an approach for network isolation 

based on Flow Visor and Slice Control and Management 

Layer was presented [36]. To manage and allocate resource 

optimally a test-bed for isolated virtual network with different 

QoS to help administrator was presented [37]. Xen hypervisor 

is used for virtualization with the high performance and to 

manage resources [38]. 
 

5.3 Cloud Data Center  
SDN gives better solution for cloud Services and data center. 

In cloud, users gain the enough resources based on 

requirement in real time [39]. The cloud data center was 

implemented using SDN based implementation which is faster 

Message Description 

Features Request the identity and capabilities 

of a switch. Switch responds by 

specifying its capabilities 

 

Configuration Switch responds with parameter 

settings Set and query configuration 

parameters 

 

Modify-State To set switch port properties like 

Add, delete, and modify flow/group 

entries 

 

Read-State To collect status such as current 

configuration, statistics, and 

capabilities of the switch 

 

Packet-out Packet is send to a specified port on 

the switch and with a list of actions 

to be applied in the order they are 

specified, an empty action list drops 

the packet 

Barrier Barrier request/reply messages are 

used by the controller to ensure 

message dependencies have been 

met or to receive notifications for 

completed operations 

 

Role-Request These messages are used by the 

controller to set the role of its Open 

Flow channel or query that role. 

Useful when the switch connects to 

several controllers 

 

Asynchronous- 

Configuration 

These messages are used by the 

controller to set filter on the 

asynchronous messages that it 

wishes to receive on its Open Flow 

channel, or to query that filter. This 

is mostly useful when the switch 

connects to several controllers 



International Journal of Computer Applications (0975 – 8887) 

Volume 122 – No.5, July 2015 

11 

and easier to configure [40].  NetGraph, software architecture 

to manage SDN based cloud systems were introduced which 

provides a module with a set of API for monitoring and 

diagnostics cloud system [41]. Hedera defines dynamic Flow 

Scheduling for Data Center Networks with a central scheduler 

to balance load based on dynamic flow condition on whole 

system [42]. Cross stratum architecture was proposed for data 

center interconnection designed for Flexi-Grid optical 

networks. Authors argued that the system has improved end to 

end responsiveness and optimized resource usage [43].  
 

5.4. Security  
A system was introduced in which  OpenFlow switch on edge 

is used to pass only safe traffic defined on flow table to 

recognize trusty user [44].OpenFlow Random Host Mutation 

system was introduced in which real IP of each host is 

changed with the random virtual IP [45]. Multilevel security 

system was developed that prevents information of specific 

level which gathered by same or lower level host to monitor 

packet and check content so filter the packet with security 

problem [46]. The authors suggested architecture with IDS 

component responsible for detecting attacks and recognizing 

unsecure devises and inform OpenFlow controller [47].  

One problem of SDN approach is that when network traffic is 

high gathering full data from flow table is not resourceful so 

author suggested solution to optimal real time detection 

system [48].  
 

6. CONCLUSION 
In this study, we discussed the concept of software defined 

networks and the open Flow architecture with three 

components namely, OpenFlow switch, Open Flow controller 

and OpenFlow protocols. We discussed switches and their 

capabilities, communication between switch and controller. 

We presented different SDN implementations and testing 

platforms. At last we briefed SDN applications in different 

areas to improve network management, virtualization, cloud 

data centers and the works done on security of SDN. Finally, 

we conclude that SDN promises to change static networks 

into flexible, programmable platforms with the intelligence to 

allocate resources dynamically in data centers and it supports 

dynamic, highly automated, and secure cloud environments. 
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