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ABSTRACT
Three dimensional Networks-on-Chip (3D NoCs) have attracted a growing interest to solve on-chip communication demands of future multi-core embedded systems. However, 3D NoCs have not been completely accepted into the mainstream due to issues such as the high cost and complexity of manufacturing 3D vertical wires, larger memory, area and power consumption of 3D NoC components than that of conventional 2D NoC. This paper presents a brief about 3D NoCs optimization techniques with focus on modeling and evaluation of alternate NoC topologies, routing algorithms and mapping techniques to achieve optimized area, power and performance parameters (latency and throughput). Particularly, we investigate novel 3D NoC router architectures and their possible combinations which aim at achieving lower area and power consumption of on-chip communication components with a minimal performance trade-off.
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1. INTRODUCTION
With the promising ability to provide high computational power on the go, embedded systems are widely applied in many everyday life activities including portable electronics devices such as smart phones, home electronics, medical technology, industrial automation, multimedia, telecommunication and avionics systems. As an effort to provide high performance computing within the current time-to-market constraints, Systems-on-Chip (SoC) emerged as an embedded systems technology where several components such as processors, power management circuits, memories and image processors are placed on a single integrated circuit (IC). Moreover, with the continuous demand for high performance, high density, portable and less power hungry electronic devices combined with the endless growth in the power consumption and diminishing performance of single processor architectures, multi-core systems have emerged as an inevitable SoC solution.

A dominant issue with next generation of multi-core IC design arises from the non-scalable wire delays and power consumption [1]. These issues, such as the maximum number of cores per shared bus, reliability and efficient arbitration for accessing shared bus, have attracted a lot of research interest over the past few years [1]. Network-on-Chip (NoC) has been proposed as a more promising solution and has gained the attention of many researchers in this field of study [2]. NoCs adopt links, switches and packet or circuit switching to handle data communication in a multi-core system. The main idea of NoCs is to reduce the disadvantages of conventional SoC communication architectures such as high latency in buses and the numerous long interconnects in point-to-point (P2P) communication.

Three dimensional integrated circuit (3D IC) design is another emerging technology, where several 2D silicon layers are stacked vertically. 2D ICs have larger footprint than comparative 3D implementations. The shorter and more efficient vertical wires provided by the 3D design to replace the long horizontal 2D wires presents lower power consumption and interconnect delays. Also besides the communication performance advantages, 3D IC allows heterogeneity as different set of devices and disparate technologies can be integrated on different silicon layers. A popular choice for 3D integration is the Wafer-to-wafer bonding technology, where the vertical interconnects are implemented using Through Silicon Vias (TSVs) [3]. However, due to insufficient 3D design and synthesis tools as well as the limitations of TSVs coupled with the extra manufacturing processes such wafer thinning 3D IC technology is yet to be generally accepted by the industry.

3D NoCs have been extensively investigated as a promising technology to extend the beneficial attributes provided by the design of 3D multi-core chips. NoCs are scalable, provide configurable parallelism and control over interlayer vertical interconnects (TSVs) [4]. Combining NoCs and 3D integration technology (3D NoCs) introduces new opportunities and design challenges. Example, the challenging task of designing power-efficient NoCs for 3D multi-core systems that meet both the performance requirements of applications and technology constraints. 3D NoC architecture has received some research attention [5][6]. However, little effort has been made to reduce the cost of 3D-links in terms of reducing power consumption and increasing performance by adopting hybrid interconnection paradigm that use a mixture of different router architectures. This requires new design methods for 3D NoCs considering the 3D constraints on interlayer communication, the number of supported TSVs and router placement in the layers of the 3D structure.

2. MOTIVATION AND SCOPE OF STUDY

2.1 Motivation
Several investigations have been made to address performance and technological constraints associated with 3D NoC topology design. Core assignment and floorplanning of different layers of the 3D chip need to take several performance and technological constraints such as thermal issues into consideration [2]. Also in many designs, the layer assignment of cores is dictated by technology constraints, e.g., having logic and memory on different layers [10].

Different cores in a typical multi-core chip can have different bandwidth and latency requirements. For efficient on-chip
communication, it is essential that these parameters are taken into consideration at early design stage. Placing switches closer to cores with high bandwidth requirements provides shorter links for high traffic loads with better energy and latency values compared to having equal distances between all cores and switches. Also TSVs have better delay characteristics than the local horizontal links [8]. With this in mind, cores in a 3D architecture can be partitioned in various ways and switches assigned accordingly. Partitioning cores and placement of cores and switches have been investigated with considerations to different technological constraints. For example, communication graphs, local partitioning graphs and scaled partitioning graphs [10] have been used for core to switch connectivity in order to increase performance in application-specific multi-core architectures. Algorithms for path computation, establishing number of switches and switch position computation for application-specific 3D-NoC synthesis that takes technology and performance constraints into account are also presented in [10].

Different router architectures have different power and performance impact on the on-chip communication resources. A study of 3D NoC with distributed 2D and symmetric 3D router per 3D layer is presented in [11]. The investigation was focused on distributing the routers and studying performance and area parameters under two separate 3D NoC topologies (homogeneous 3D mesh and 3D torus). The study does not consider different router designs, an appropriate mix of different topologies and hybrid NoC interconnect paradigms. Similarly, in [10][11], the research adopts router architectures from [12] which implements symmetric 3D NoC router. The addition of two extra ports to a conventional 2D router is claimed to cause a rise of 102.8% and 125.3% in the crossbar area and power consumption respectively [8][13]. Less power hungry and high performance router designs such as 3D NoC-bus hybrid router will be investigated in the scope of this study.

One of the significant drawbacks to 3D IC design is the constraint on the number of TSVs per IC layer. The number of TSVs is restricted due to the large area overhead of the via pads required for interfacing the TSVs in each active layer. Also due to wafer misalignment issues with current TSV manufacturing technology, TSV fabrication has low yield [14]. A straightforward solution to improve the yield is to use TSV redundancy [15]. An alternative option will be to use larger bonding pads to reduce the probability of inevitable shifts of the via pads [16]. Either solution introduces more resources which increases the area and power consumption of the NoC. Also, large pads increase the routing complexity of the active layers. Therefore, there is the need for novel 3D NoC architectures that focus on reducing the area overhead of via pads in the active layers without sacrificing the performance of 3D NoCs.

Besides the difference in total power consumption and latency from one topology to the other, the architecture of different NoC components also has different impact on the total floorplan area, power consumption and the latency [8], such as number of central arbiters, crossbar connections per switch, number of ports per 3D switch, routing algorithms of the 3D and 2D routers, etc. An appropriate mix of different NoC components will be studied. Combining different components such as 2D and 3D routers to work efficiently in one 3D NoC design requires intelligent deadlock free, live-lock free and efficient routing algorithms. New static, oblivious and adaptive routing algorithms for such architectures as well as their implementation in hardware needs to be investigated to ensure high communication performance and practicality.

The main objective of this study is to explore and present generic solutions with 3D NoC technology and performance constraints which provide an optimized architecture that resolves the issue of 3D router area and power overheads as well as expensive TSV manufacturing cost. Issues to be considered include: latency, symmetry, throughput, power consumption and packet energy. The investigation is expected to present critical analysis of heterogeneous schemes with low power-high performance architectures by investigating new combinations of 2D and 3D routers in 3D NoCs.

Efficient mapping algorithms and performance trade-off associated with exploring new partitions is an open NoC research area that needs intensive investigation. For example, cores with high bandwidth demands can be grouped with cores with low bandwidth requirements in the same layer to balance the traffic load in the NoC while reducing spots and hop-count. Moreover, combining 2D and 3D routers in NoCs introduces new application mapping challenges. Questions such as, which mapping approach can generate an optimal combination of 2D and 3D routers without sacrificing the performance of homogeneous 3D NoCs must be investigated. Also the issue of how can applications be mapped to improve the performance of such architectures while reducing the power consumption for any given routing algorithm has to be addressed.

2.2 Scope

In this paper, the emphasis of the work is to improve the area, power and manufacturing cost of 3D NoCs without sacrificing the performance of the network. Alternative NoC architectures are modeled and evaluated by employing heterogeneous 3D NoC architectures and intelligent routing strategies for future multi-core design. Specifically, NoC components are investigated and exploited to offer various means of improving the performance and cost constraints of on-chip-communication. In relation to this problem statement, this paper is based on existing and current work on 2D and 3D NoC architectures design with more focus on the combination of low power and high throughput NoC router architectures with minimal but efficient vertical interconnects for 3D NoC structures. The aforementioned performance and cost constraints for NoCs have recently attracted significant interests from researchers worldwide. The objectives can be summarized as follows:

(1) To study novel hybrid interconnection paradigm that incorporates an appropriate mix of different router architectures in terms of area, latency and power efficiency with considerations of minimizing number of 3D vertical interconnects and investigating the feasibility of applying new hybrid interconnection paradigm to multi-core systems.

(2) To investigate intelligent routing algorithms that ensure efficient intra- and interlayer data communication.

(3) To explore generic approaches that automatically generate high performance heterogeneous 3D NoC architectures for a given application. Particularly, the aim of this objective is to explore solutions to that improve the power efficiency of 3D NoCs by exploiting utilization of various NoC components in a given application.

(4) To study efficient application mapping techniques in 3D NoCs with limited number of vertical links.
3. 3D NOC ARCHITECTURES

To optimize the long interconnect wires and larger footprint of SoC design on the traditional 2D IC, 3D integration technology has been proposed to stack vertically several of 2D silicon layers. As shown in Figure 1 the layers in the 3D IC provide shorter interlayer wires and more resource connectivity with reduced hop-count compared to the long interconnect wires in a 2D SoC implementation with equivalent number of resources [17]. Moreover, 3D technology allows heterogeneous integration of technologies and design disciplines such as RF, digital, analog, etc. on a single chip [13]. To meet the constraints of SoC design in the third dimension, Network-on-Chip (NoC) has been proposed as a promising solution [4]. NoCs are scalable and helpful in providing configurable parallelism and control over the interlayer vertical interconnects such as Through Silicon Vias (TSVs) and intra-layer wires [24]. Combining NoCs and 3D integration technology (a.k.a. 3D NoCs) introduces new opportunities and design challenges [13]. One of the main design challenges is TSV manufacturing which is an expensive and complicated process [20]. Additionally, TSV manufacturing processes have high defect rates which result in poor yields [21]. Also TSV pads required for bonding consume a considerable amount of area in each layer of the 3D chip [22]. However, most of the work on 3D NoCs in literature assumes full vertical connectivity. This may not be optimal for many applications, as 3D NoC router has a larger area footprint and more energy consumption than a generic 2D router [5,8]. So it is crucial to use 3D routers with vertical interconnects as efficiently as possible, which is one of the objectives of this study.

3D circuit opens a huge research space for multi-core design and CAD algorithms, specifically in the NoCs area. New algorithms must be provided in order to efficiently handle 3D placement of circuit elements and to take full benefit of technology while considering new issues caused by the 3D integration [23]. Consequently, we investigate alternative architectures for low power and area efficient 3D NoC implementation by employing 2D routers and single hop 3D NoC-bus hybrid routers for interlayer communications. Reducing the number of 3D routers may result in higher delay in conveying packets to their destinations. Hence, the second focus is to investigate trade-off analysis of such architectures in terms of average packet latency, energy consumption, and area overhead. Thirdly, deadlock free shortest path deterministic algorithm for efficiently routing packets in such 3D NoCs is investigated.

3.1 3D Integration Technology

Compelled by increasing thermal, power, financial to performance trade-off beyond 28nm, the industry has resorted to thinned and stacked 3D ICs as an alternative IC manufacturing technology [19]. 3D IC manufacturing has evolved from early wire-bond to flip-chip and recently Through-Silicon Via (TSV). With TSVs, digital and analog functional blocks can be arranged across multiple dies at a much finer granularity introducing shorter wire lengths with lower power consumption. However, according to ITRS [24], the size of TSV’s diameter is expected to range from 1.5um to 1.8um between 2009 and 2015 while for the same period the area of a 4-transistor logic gate is expected to range from 0.82um to 0.20um. Thus, over 100% increase is expected in the area ratio of TSVs and logic gates. An even larger ratio is expected if the keep-out zone around the TSVs is considered, which is required to minimize manufacturing issues such as stress and lithography [19]. TSVs are vertical links in the third dimension that completely pass through a silicon die mainly to provide electrical connectivity between devices in two different dies in a 3D IC. The major TSV fabrication technologies available are Via-first and Via-last. In via-first, TSVs are fabricated before BEOL (back-end-of-line) metallization while in via-last, TSVs are created after BEOL or bonding. Via-last TSV has a wider diameter (usually between 10-50um) compared to via-first (usually between 1-10um) [20,23]. We investigate relevant efforts in literature that have made advances to reduce the area impact of TSV fabrication (particularly, Via-last TSVs) on 3D Chips.

3.2 Analysis of Through Silicon Vias

TSV is generally accepted as the most viable solution for 3D IC design. However, several concerns such as TSV count and placement have drawn a lot of attention as they affect the quality and yield of 3D ICs. In a typical 3D chip, different TSV types, such as control, power distribution and data transmission TSVs may be employed which each of them has a different bandwidth. It is reported that the total wire-length (to a certain degree) reduces as the TSV count per 3D IC increases [26]. On the other hand, due to the large size of the TSV bonding pads, the total wire-length increases dramatically after the TSV count exceeds a critical value. Also as shown in Figure 1(c) chip area increases as the TSV count increases [27]. However, the number of TSVs in a 3D IC can be reduced if the TSVs are efficiently distributed among the on-chip resources. Moreover, the total cost of 3D ICs increases as the TSV count increases [28].
Consequently, impact of TSV count on 3D IC design quality and yield opens several challenges in both 3D NoC and IC design technologies. This calls for investigating heterogeneous or irregular topologies with focus on minimizing the number of interlayer links across 3D layers, while presenting enhanced performance and cost parameters.

4. OPTIMIZED HETEROGENEOUS 3D NOC ARCHITECTURES

Generally, 2D NoCs suffer from long interconnect delays and large floorplan area as the number of cores increases. Standard homogeneous 3D NoC architectures have been proposed as an effective solution to the on-chip communication delays by stacking several 2D layers while employing vertical links at each node for interlayer communication. The topology of a network affects its performance and power consumption. Feero et al. [17] evaluated strategies for comparing the performance characteristics of NoC architectures under various 3D homogeneous topologies. Also, Pavlidis et al. [3] presented an analytical model for zero-load latency that considers the effect of topology on 3D NoC. Their work emphasizes on regular, homogeneous NoC topologies and their performance metrics. Future SoCs will have heterogeneous cores and components which will require optimal heterogeneous NoC topologies. By redistributing the router buffers and the interconnect link widths, Mishra et al. proposed HeteroNoC, a heterogeneous architecture for 2D NoCs. With this approach some routers ports have more virtual channels with wider interconnect links than others. This approach involves repacketization at different NoC regions to enable routing along different link widths. Virtual channel implementation consumes a lot of buffer and suffers from starvation for some NoC applications. Besides, such routers suffer from large area and power consumption. Feero et al. [17] used strategies to avoid the performance degradation due to virtual channels.

Xu et al. [33] performed an evaluation of the impact of reducing the number of TSVs to half and quarter on the performance of 3D NoCs. Their proposed architectures, quarter/lo and half/lo (quarter/hl and half/hl), aim at generating heterogeneous 3D NoC with 2D routers placed close to (far from) 3D routers as possible in each layer. These architectures suffer from uneven distribution of 3D routers and unpredictable delays for different applications. Both [11] and [33] analysed their 3D NoC architectures with a mix of 2D routers and symmetric 3D routers in terms of total performance. However with increase in number of ports, the crossbar power consumption and occupied area increases significantly when symmetric 3D routers are used to replace conventional 2D routers. Li et al. proposed to replace the large 7 port symmetric 3D routers with 6 port NoC-bus hybrid 3D routers introducing the Hybrid 3D NoC-bus mesh architecture. Here, dynamic Time-Division Multiple Access (dTDMA) bus is used for single hop interlayer communication while NoC is used for multi-hop intra-layer communication. This architecture requires an addition of a central arbiter per each vertical pillar to allow seamless integration of the Bus and NoC interface. Besides the additional resource required, the 6 port 3D router still has a large crossbar and energy consumption.

Liu et al. [22] used partition islands of routers to constitute regions for sharing the same TSV pad for interlayer communication controlled by serialization logic. However, serialization along the TSV bundle causes the average packet delay to increase exponentially as the number of routers per TSV bundle increases. Moreover, due to serialization logic, the TSV pads have no direct connection to the processing cores, which is a waste of chip area. The goal of this section is to investigate different heterogeneous 3D NoC architectures, that employ small footprint 5 port 2D routers to provide intra-layer hop by hop communication and 6 port 3D NoC-bus hybrid routers to provide single hop interlayer communication, and analyse their average packet latency (performance saturation rates), energy consumption, area overhead and scalability (network size) under different synthetic and real-world traffic patterns.

Hence, more efficient architectures should be designed. Considering the manufacturing cost of 3D NoCs, [33] presents different area efficient and low power heterogeneous 3D NoC architectures, which combine both the power and performance benefits of 2D routers and 3D NoC-bus hybrid router architectures in 3D NoC architectures. Experimental results show a negligible penalty (less than 5%) in average packet latency of the heterogeneous 3D NoC architectures compared to typical homogeneous 3D NoCs, while the heterogeneity provides power and area efficiency of up to 61% and 20%, respectively.

5. HIGH PERFORMANCE ROUTING TECHNIQUES FOR HETEROGENEOUS 3D NOCS

Packets in heterogeneous 3D NoC architectures travel along longer paths due to the limited access to other layers. Also, routing of traffic along different layers for heterogeneous 3D NoC architectures can be challenging due to the limited number of vertical links. Kim et al. [6] proposed DimDe, a dimension decomposed router architecture to optimize the area and power consumption of 3D NoC switches and it is limited to homogeneous NoCs. This router would not be suitable for most real-world applications in 3D NoCs as they are more likely to be heterogeneous with mixed memory and logic layers. Liu et al. [22] have demonstrated that the average utilization of the TSVs is significantly minimal for homogeneous 3D mesh under non-uniform low traffic conditions. Hence, we focus on heterogeneous 3D NoCs with limited number of TSVs.

Xu et al. [33] performed an evaluation of the impact of reducing the number of TSVs to half and quarter on the performance of 3D NoCs. Here, packets are routed along the x dimension and as long as they meet a pillar, the packets will be routed along the y dimension to the pillar and finally to the destination layer. This routing scheme suffers from unpredictable contention issues for non-minimal hop heterogeneous architectures.

An XYZ static routing algorithm for 3D mesh with 2D and 3D routers is presented in [11]. In their work, the routers have no knowledge of the traffic load of the selected pillar and packets will always be routed along the same shortest path. These algorithms will not perform well under high traffic conditions. Routing packets along pillars with minimal paths distorts the balance of the network traffic, even under uniform traffic with evenly distributed 3D routers for heterogeneous 3D NoCs. Moreover, other paths that can be used to improve the NoC performance are underutilized while contention along some pillars increases exponentially. Ying et al. [35] presented routing techniques for 3D NoCs with reduced vertical TSVs where interlayer packets are either
sent along 3D routers with shortest distance to the source node or destination node. Also for deadlock freedom in adaptive routing, they presented a quadrant based routing (turn model) algorithm to send packets along 3D routers in North-East (South-East, North-West or South-West) direction with shortest path between source and destination nodes. However, shortest distance to source or destination may increase contention as packets can be sent along long paths between the source and destination nodes. Also, quadrant based routing requires that a 3D router is placed in a quadrant that favours the allowed turn. However, various mapping and placement algorithms generates different architectures which may be impractical with the routing technique.

Rahmani et al. [39] proposed a fault tolerant adaptive routing algorithm for homogeneous 3D NoC with 3D Bus-hybrid routers. By removing router output buffers and adopting virtual channels, the adaptive router architecture avoids deadlocks and detects faulty vertical wires based on the status of a wait signal provided by the central arbiter. These algorithms will experience long packet delays under heterogeneous architectures as extra clock cycles and implementation logic will be wasted to identify non-existing vertical links even if they can be considered as faulty links. Also, extra delays will be introduced to reroute packets that were sent along these paths.

Most of the work on adaptive routing so far are designed for homogeneous 3D NoC architectures [39]. Adaptive routing algorithms for heterogeneous 3D mesh architectures will give better performance since the router architecture has knowledge of the location of the vertical pillars and will not even consider routing packets along non-existing pillars. Hence, we investigate efficient adaptive router for heterogeneous 3D NoC topologies with reduced number of vertical interconnects.

In [40] [41] an adaptive router that forwards packets towards the vertical link whose path provides the minimum delay as well as minimum Manhattan distance to the destination is proposed. Also, the work presents oblivious routing techniques that send packet along different equal cost vertical links in a predefined fashion. Furthermore [40] presents the hardware implementation details of area, power consumption and operating frequency of proposed router architectures. Experimental results show that their proposed architecture significantly improves the performance up to 75% by replacing 2D static routers with adaptive 2D routers in heterogeneous 3D NoCs, while keeping the maximum clock frequency, power and energy consumption of the adaptive router nearly at the same level as the static router.

6. DESIGN AUTOMATION IN HETEROGENEOUS 3D NOCS

The design practicality of 3D NoCs faces several challenges such as thermal issues, high power consumption and area of the conventional 3D router, high complexity and cost of vertical link implementation. Various 3D NoC topologies are presented and evaluated in [6][22] where homogeneous 3D routers are employed in each architecture. Pasricha [45] proposed a serialization technique for reducing the number of TSVs where link size of TSVs at selected nodes is reduced by a fraction. Thus if the number of TSVs exceeds a threshold, serialization is adopted to reduce the bandwidth of some TSVs. However, due to the reduced bandwidth of the TSVs and serialization logic, such architectures have high average packet latencies. Moreover, due to the higher overhead of serialization receiver and transmitter logic compared to the TSV reduction, such architectures have even higher power consumption compared to homogeneous 3D mesh. Based on the serialization methodology, Pasricha [44] proposed a 3D NoC synthesis framework by augmenting router and placement techniques proposed in [10], these routers have several local ports which have high power consumption due to the increased number of ports and high data rates across the crossbar.

Various buffer sizing algorithms have been presented based on probabilistic modelling [45][47]. Models presented in their work are based on queuing theory which restricts the input traffic injection distribution to adhere to a probabilistic pattern (Poisson distribution in this case). To enhance the performance of various architectures in NoCs by efficiently redistributing the buffer spaces, it is crucial to accurately model congestion and hotspot regions in different applications. Kumar et al. [38] proposed a buffer-sizing algorithm for application-specific NoCs with multiple voltage-frequency islands. Here, the buffers are increased iteratively based on the NoC’s behaviour under simulation. However, due to the iterative approach, the run-time of the simulation increases significantly as the number of nodes in the NoC increases. Xu et al. [49] presented an approach where heterogeneous architectures are generated by evenly distributing 3D and 2D routers in 3D NoCs. Here multiple 3D routers (redundant routers) are placed equidistant to the 2D routers. However, the generation of these architectures has no knowledge of the communication dynamics target traffic and assumes a uniform traffic distribution which is not the case in real world applications. A systematic approach to generate efficient heterogeneous architectures that anticipate performance of target 3D NoC applications by placing 3D routers at highly utilized vertical links is presented in [50]. Moreover by exploiting average buffer utilization of each router, their method judiciously assigns more buffer resources to highly utilized channels in the routers while reducing that of lowly utilized ones without the use of virtual channel or the need for alteration of the routing algorithm. Experimental results in [50] show that the systematic algorithm generates optimized architectures with lower energy consumption and a significant reduction in packet delay compared to the hop-count based heterogeneous architectures. An efficient application mapping on heterogeneous 3D NoCs can be complex, partly due to the limited number of vertical links and also due to the fact that most applications cannot be completely characterized before design time. However, application mapping has a great impact on the performance, reliability and energy consumption of NoCs.

Several IP mapping algorithms have been proposed for 2D NoCs that focus on minimizing the overall communication power [51][53]. However, a simple extension of most of these existing mapping algorithms for 2D NoCs to 3D NoCs is not ideal as communication in the third dimension introduces a new set of NoC constraints which are not considered in the 2D designs. Moreover, such mapping algorithms will not be suitable for generation of 3D NoCs with heterogeneous router distributions as they do not take advantage of the power and performance benefits of the heterogeneity. Branch-and-Bound algorithm proposed by Hu et al. [52] can be extended to map application to heterogeneous 3D NoCs. However, this algorithm employs partial exhaustive search trees and has an extremely long run-time. Janidarmian et al. [54] proposed Onyx, a heuristic bandwidth-constrained mapping algorithm for tile-based NoCs. Here, nodes with higher communication data rates are mapped first. Tosun [55] presented CastNet, a heuristic algorithm for mapping tasks onto mesh-based NoCs. Based on the symmetry of the mesh, tiles are grouped into partitions, and then nodes with high communication volumes are mapped first to the partitions. Addo-Quaye et al. [7] proposed a thermal-aware 3D mapping technique based on genetic algorithm.
Murali et al. [55] proposed Nmap, a three-phase algorithm to find near optimal mapping solution. However, these algorithms have a very high computational complexity. Wang et al. [57] proposed a mapping algorithm for 3D NoCs based on random incremental mapping technique [58]. Here, the algorithm tries to map applications to convex regions while utilizing as many vertical links as possible in the mapping process. This approach increases the number of 3D routers (vertical links) which are costly and have high power consumption.

Hence in [59], a reliability and power-aware technique for mapping multiple applications to 3D NoCs is presented. The proposed technique automatically generates low latency heterogeneous 3D NoCs by evaluating the number and placement of 2D and 3D routers required as well as the communication characteristics of tasks assigned to the processing elements. The mapping algorithm has been evaluated and compared with existing heuristic mapping algorithms (CastNet, Onyx and Nmap), optimal mapping (branch-and-bound) and a random mapping with various realistic traffic patterns. Experimental results show that NoCs mapped with the proposed algorithm in [59] have lower energy consumption and significant reduction in packet delays compared to other algorithms.

7. RESEARCH OPPORTUNITIES

Various proposal and designs have been studied in this paper. However, there are still various potential issues that need to be investigated. In this section, several current challenges as well as possible extensions are discussed as a motivation for future research.

Most of the previous and recent literature on minimizing the number of TSVs has focused on combining 2D and 3D routers in a given topology, typically mesh. The effect of modifying topology in order to reduce the manufacturing cost while maintaining network performance needs more investigation. Considering the design of a hybrid interconnection paradigm that incorporates an appropriate mix of different NoC topologies, such as meshes (3D and 2D), buses, stacked torus, point-to-point in terms of area, latency and power efficiency, and efficient routing techniques need to be proposed. A possible research topic could include the exploration and implementation of a generic solution for 3D NoC technology and performance constraints that incorporates the best topology that resolves the issue of interlayer connectivity. For example, the investigation can present critical analysis of heterogeneous schemes and propose new combination of NoC topologies such as, semi-torus 3D NoC, Mesh-Stacked torus, Diagonal Bus-3D mesh NoC and 3D NoC-bus hybrid (such as Bus backbone, H-tree Mesh combinations, point-to-point and torus combinations), etc. In addition, this research topic can be extended to investigate various mapping algorithms to effectively exploit the architecture variation of new hybrid 3D NoCs.

Another outstanding challenge of 3D NoC in application-specific design is issue of assigning processors and switches to specific locations on the IC layers without incorporating complex algorithms. A significantly improved throughput is expected if processors and switches are efficiently assigned to the IC layers, however, issues such as heat dissipation, floorplanning and TSV placement needs to be addressed. Extending this research gap to heterogeneous 3D NoC architectures, efficient floorplan-aware mapping algorithms and performance trade-off associated with exploring new partitions is an open area for investigation. For example, cores with high bandwidth demands can be put in one partition and connected to high performance routers whiles, cores with lower bandwidth requirements can be grouped in another partition that is has a 3D NoC-bus hybrid router. Various issues such as how best the interlayer connections can be achieved and the effect of the on-chip communication infrastructure on the core assignment and the floor-planning can be examined.

Heterogeneous 3D NoC architectures have limited number of vertical links. This implies that a faulty vertical link could have a significant impact on the performance of the network if efficient error reporting and fault tolerant routing algorithms or reconfigurable architectures are not employed. Most of the existing fault tolerant schemes employ TSV redundancy or virtual channels. On the other hand, this contradicts with the main aim of reducing the number of vertical links by introducing heterogeneity. Also, the introduction of fault-aware algorithms will have an impact on the area, power consumption and the clock frequency of the router architecture. Also, the issue of how to efficiently reroute packets without sacrificing the performance or creating deadlocks in the heterogeneous 3D NoC architecture is open for research. A possible solution will be to implement a limited number of fault tolerant nodes based on the evaluation of fault probability of the network. However, this needs to be heavily investigated as the location of the fault and the response time of the fault will impact the NoCs performance. Also, issues such the appropriate number of TSVs in terms of cost for a given 3D NoC can be estimated to evaluate the right number and placement of spare TSVs for the purpose of error detection and correction.

Another drawback to 3D NoCs technology is the unavailability of CAD tools. The insufficiency of physical design tools that incorporates TSVs and 3D die stacking inhibits the acceptance of this technology into the mainstream. Recently, a commercial tool for TSV-based 3D IC design, MAX-3D Layout Editor was made available by Micro Magic, Inc [60]. However, the support feature of this tool is limited to only layout editing for 3D ICs. More importantly, it does not offer automatic placement and routing. In addition, even in the commercial world, there is no tool available for timing, signal integrity, power consumption, power supply noise, and design cost analysis of TSV and 3D stacking without the need of a third party tool [19]. Design impact and implementation of such tools is a significant research topic to be investigated.

8. CONCLUSION

This paper presents a study into the issue of manufacturing cost of 3D NoCs with the main objective of reducing the number of TSVs, area and power consumption while maintaining the performance of the network. This objective has been handled through various techniques of mitigating the manufacturing cost of high performance NoCs in various literature which have been discussed in the paper. In summary, existing contributions on 3D NoCs in area of heat dissipation, floorplanning, switch placement, NoC partitioning, router area and power consumption have been presented and the research gaps are identified to as a motivation. Consequently, the concept of 3D NoCs is introduced along with the basic principles to emphasize on the research gaps in several yield, area, manufacturing, performance and simulation of 3D NoC technology. As a result, a study of various heterogeneous 3D NoC architectures by combining 2D and 3D routers, associated routing algorithms and design automation techniques have been provided. Future work includes an exploration and implementation of a generic solution for 3D NoC technology and performance constraints that incorporates the best topology that resolves the issue of interlayer connectivity.
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