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ABSTRACT
Researchers are used of data mining to extract hidden information from raw data. Now data mining can be used in any domain such as education. Data mining is used in education to achieve quality education and to categorize the students’ performance through the analysis of educational data which reside or store in educational organization’s database. In this paper, we categorize the performance of students based on their previous records such as 12th marks, graduation marks, previous semester marks (PSM), previous academic records (PAR-average of 12th and graduation marks), mid sem marks (MSM), attendance (ATT) and end semester marks (ESM). Based on these attributes we determine the performance of students in end semester using apriori algorithm. With the help of categorization of performance, the main advantage is that classify of weak students, so that teacher give the particular interest on weak students and they could better perform in the next semester exam.
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1. INTRODUCTION
Traditional statistical techniques and data base management tools are application oriented and are not suitable for analysis of large amount of data, because in the world a huge quantity of data are collected and stored daily. Study of such data is an important need [1] [2]. This need can be fulfill by the use of data mining. Data mining has become the area of growing significance because it helps in analyzing data and summarizing it in to useful information. The notion of data mining is the technique of extracting previously unknown information with the widest relevance from database, in order to use it in the decision making process [1] [2]. Data mining is the process of extracting previously unknown, valid, potentially useful and hidden patterns from large datasets. In order to get required benefits from large data and to find hidden relationships between variables, different data mining functionalities / techniques can be developed and used such as classification, prediction, clustering and association analysis. Association is the discovery of association relationships or correlations among a set of items. An association rule in the form of $X \rightarrow Y$ is interpreted as «database tuples that satisfy $X$ are likely to satisfy $Y$ ». Association analysis is widely used in transaction data analysis for marketing, catalog design and other business decision making process [3] [4]. A lot of private and government institutes and universities have been opened in India recently. The main aim of these educational institutions is to provide standard and quality education to students especially for competitions. Lack of knowledge and useful information on the part of the management about students’ behavior prevents them from achieving the standard and qualitative objective which in turn can be achieved effectively by the use of data mining techniques. Data mining comprises a lot of tasks that can be used efficiently to analyze the performance of the students. Due to increasing competition the students are required to be assessed on various parameters for which data mining techniques can be very handy. Educational Data Mining is an emerging field which relates to developing new methods to analyze information from data. Association analysis can be used in educational field. Data mining is a new notion in education domain. Data mining used in different fields including higher educational environments. Educational data mining which extracts useful, previously unknown patterns from educational database to improve and enhance the student’s performance and improve educational quality.

This paper is organized as follows. Section 2 explains related work in educational data mining. Section 3 explains about association rule mining. Section 4 explains about experimental setup and section 5 shows experimental results. Section 6 is conclusion and future work.

2. RELATED WORK
The aim of this section is to provide a review of the past research efforts related to categorization of students’ performance and educational data mining. This section shows various existing proposed works in the area of educational data mining.

In 2006 Shyamala et.al. [5] developed a model to find similar patterns from the data and to make prediction about performance of student using data mining.

In 2007 Ranjan et.al. [6] described a framework for effective educational process using data mining techniques to uncover the hidden trends and patterns and making accuracy based predictions through higher level of analytical sophistication in students analysis process using data mining.
In 2010 M.Ramaawami et al. [7] explained the performance of student could depend on different factors like demographic, academic, psychological, socio-economis and other factors. Based on these factors they constructed their analytical process to identify the different performance factors of students using association rule.

In 2011 J.Mamcenko et al. [8] tried to store and collect the data based on questions given to the student and the answers given by the students. Based on questions they construct their data sets and applied association mining techniques in these data sets to discover or identify different learning patterns of every student.

In 2006 T.Hadzilacos et al. [9] explained that in a complex educational system, sensitive learning patterns can be identified, applying the machine learning techniques on a data set of student. In their research work, they focused on association rule mining algorithms on demographic data and student course data to discover the relationship of tutors with their students using association.

In 2012 Azhar Rauf et al. [10] suggested a method known as k- means clustering algorithm for students’ data, it calculates initial centroids instead of random selection, due to which the number of iterations is reduced and elapsed time is improved for find the students’ cluster.

In 2003 Jaideep Vaidya et al. [11] suggested a privacy preserving k-means clustering method over vertically partitioned data when different web sites for educational purpose contain different attributes for a common set of entities. This knowledge can be helpful for e-learning systems.

In 2011 S.A.Kumar et al. [12] explained to predict the overall performance of student based on their internal assessment and they considered different course modules which were offered in a semester using claffication.

3. ASSOCIATION RULE MINING

The objective of Association rule mining is to find out the interesting rules from which knowledge can be derived. Let $I = \{i_1, i_2, ..., i_m\}$ is a set of items, $T = \{t_1, t_2, ..., t_n\}$ is a set of transactions, each of which contains items of the itemset $I$. Thus, each transaction $t_i$ is a set of items such that $t_i \subset I$. An association rule is an implication of the form: $X \rightarrow Y$, where $X \subset I, Y \subset I$ and $X \cap Y = \phi$. $X$ (or Y) is a set of items, called itemset [3] [14] [17]. **Support:**

The support of the rule $X \rightarrow Y$ is the percentage of transactions in $T$ that contain $X \cap Y$. It determines how frequent the rule is applicable to the transaction set $T$. The support of a rule is represented by the formula [2] [3] [15].

$$supp(X \rightarrow Y) = \frac{|X \cap Y|}{n}$$

Where $|X \cap Y|$ is the number of transactions that contain all the items of the rule and $n$ is the total number of transactions.

**Confidence:** The confidence of a rule shows the percentage of transactions containing $X$ which also contain $Y$ [2] [3] [15].

$$conf(X \rightarrow Y) = \frac{|X \cap Y|}{|X|}$$

3.1 Pattern Mining Algorithm

Several algorithms have been developed to improve the efficiency of frequent pattern and association rule discovery. Most of the algorithms such as apriori, FP-tree, partitioning and sampling algorithm have been developed [2] [16]. Pattern mining algorithm focus on either frequent itemset generation or discovering the association rules from the frequent itemset. Apriori provides solutions for both problems. Many of the algorithms have been developed for use with binary association rules, but they will equally work with quantitative association rules [2] [13].

3.2 Apriori Algorithm

The Apriori algorithm was the first attempt to mine association rules from a large dataset. It has been presented in [15] for the first time. The algorithm can be used for both, finding frequent patterns and also deriving association rules from them [2] [15].

Flow chart of apriori algorithm is shown in figure 1 [2] [3] [15].

![Flow chart of Apriori Algorithm](image_url)

Fig 1: Flow chart of Apriori Algorithm [3]

4. EXPERIMENTAL SETUP

We have considered student records dataset obtained from Samrat Ashok Technological Institute, Vidisha, (Madhya Pradesh) of course MCA (Master of Computer Applications) from session 2007 to 2010. This is dataset50. Size of the dataset50 is 50 student records which includes name, scholar no, DOB, 10th, 12th, graduation marks, PAR, PSM, MSM,
ATT and ESM fields. In this experiment datasets are used to identify the performance of student. The details for students of MCA Batch (2007-2010) can be viewed in the fig. 2.

Fig. 2- Dataset50 of Students Records from MCA (2007-2010)

The student data record that is being followed by the transformation is shown in table 1. The data is then ready to be mined using association rule mining. Here we show only 10 records in table 1.

5. EXPERIMENTAL RESULTS

The analysis using association analysis is being done with the help of WEKA tool. WEKA formally called Waikato Environment for Knowledge Analysis. WEKA is an open source application that is freely available under the GNU general public license agreement. Originally written in C the WEKA application has been completely rewritten in Java and is compatible with almost every computing platform. It is user friendly with a graphical interface that allows for quick set up and operation. WEKA operates on the predication that the user data is available as a flat file or relation, this means that each data object is described by a fixed number of attributes that usually are of a specific type, normal alpha-numeric or numeric values. The WEKA application allows novice users a tool to identify hidden information from database and file systems with simple to use options and visual interfaces. Result Generated by WEKA software is presented using fig. 3 and the table 2 shows the rules generated by WEKA.

Minimum support: 0.15 (8 instances)
Minimum metric <confidence>: 0.9
Number of cycles performed: 17
Generated sets of large itemsets:
Size of set of large itemsets L (1): 16
Size of set of large itemsets L (2): 29
Size of set of large itemsets L (3): 12
Size of set of large itemsets L (4): 2

Fig. 3- The Results Generated Using WEKA

The interpretation of the association rules (see table 2) for different confidence values depicts that the students’ performance will be first in ESM if he / she got the first division in PSM or first in PSM and PAR or First in PSM and ATT is good in this semester or first in PSM and MSM was good. Also performance will be affected by the poor performance in unit test. So we can interpret that to get the good performance of student have to be good in their attendance and unit test. Also graduation performance will also have an impact on the student’s unit test performance.

Table 1- Data Preprocessed (Transformed)

<table>
<thead>
<tr>
<th>S.No.</th>
<th>PAR</th>
<th>PSM</th>
<th>ATT</th>
<th>MSM</th>
<th>ESM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>'first'</td>
<td>'first'</td>
<td>'good'</td>
<td>'good'</td>
<td>'first'</td>
</tr>
<tr>
<td>2</td>
<td>'first'</td>
<td>'first'</td>
<td>'good'</td>
<td>'good'</td>
<td>'first'</td>
</tr>
<tr>
<td>3</td>
<td>'first'</td>
<td>'first'</td>
<td>'average'</td>
<td>'average'</td>
<td>'first'</td>
</tr>
<tr>
<td>4</td>
<td>'second'</td>
<td>'first'</td>
<td>'good'</td>
<td>'good'</td>
<td>'first'</td>
</tr>
<tr>
<td>5</td>
<td>'second'</td>
<td>'first'</td>
<td>'good'</td>
<td>'good'</td>
<td>'first'</td>
</tr>
<tr>
<td>6</td>
<td>'first'</td>
<td>'first'</td>
<td>'average'</td>
<td>'average'</td>
<td>'first'</td>
</tr>
<tr>
<td>7</td>
<td>'first'</td>
<td>'second'</td>
<td>'poor'</td>
<td>'average'</td>
<td>'second'</td>
</tr>
<tr>
<td>8</td>
<td>'second'</td>
<td>'first'</td>
<td>'average'</td>
<td>'average'</td>
<td>'first'</td>
</tr>
<tr>
<td>9</td>
<td>'second'</td>
<td>'second'</td>
<td>'poor'</td>
<td>'poor'</td>
<td>'third'</td>
</tr>
<tr>
<td>10</td>
<td>'first'</td>
<td>'second'</td>
<td>'good'</td>
<td>'average'</td>
<td>'first'</td>
</tr>
</tbody>
</table>

Table 2- Rule Generated by WEKA software in Dataset50

<table>
<thead>
<tr>
<th>S.N.o.</th>
<th>Rules Generated by WEKA</th>
<th>Conf</th>
<th>Lift</th>
<th>Lev:</th>
<th>Conv:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If PSM=first then ESM=first</td>
<td>1</td>
<td>3.57</td>
<td>0.17</td>
<td>8.64</td>
</tr>
<tr>
<td>2</td>
<td>If PAR=second &amp; ESM=second then PSM=second</td>
<td>1</td>
<td>2.5</td>
<td>0.12</td>
<td>6</td>
</tr>
</tbody>
</table>
6. CONCLUSION AND FUTURE WORK
The icon of the institute is greatly involved by the results of the students. In this paper, a simple methodology based on association analysis algorithm is being used to determine set of weak students in current semester by comparing the performance of students of previous semesters on the basis of marks obtained at graduate level, marks obtained in previous semester, current semester attendance and current semester mid sem marks. This methodology will assist the academic planners to take the steps at the initial level in the subsequent years such that the overall result of the institute can improve. This will result in excellent placements and hereby increasing the quality intake of students. Hence this model will play important role for academic planners to determine the set of students that requires extra effort from institute side. Apriori algorithm used in this paper. In future we will apply apriori algorithm on fuzzy set of student records to improve the performance.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>If PAR=first &amp; PSM=first then ESM=first</td>
<td>1</td>
<td>3.57</td>
</tr>
<tr>
<td>4</td>
<td>If MSM=good &amp; ESM=first then PSM=first</td>
<td>1</td>
<td>4.17</td>
</tr>
<tr>
<td>5</td>
<td>If PSM=first &amp; MSM=good then ESM=first</td>
<td>1</td>
<td>3.57</td>
</tr>
<tr>
<td>6</td>
<td>If ATT= poor &amp; ESM=fail then PAR=third</td>
<td>1</td>
<td>3.57</td>
</tr>
<tr>
<td>7</td>
<td>If PSM=first &amp; ATT=good then MSM=good</td>
<td>1</td>
<td>3.57</td>
</tr>
<tr>
<td>8</td>
<td>If PSM=first &amp; ATT = good then ESM=first</td>
<td>1</td>
<td>3.57</td>
</tr>
<tr>
<td>9</td>
<td>If PAR=second &amp; MSM=average &amp; ESM=second then PSM=second</td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td>10</td>
<td>If ATT=good &amp; MSM=good &amp; ESM=first then PSM=first</td>
<td>1</td>
<td>4.17</td>
</tr>
</tbody>
</table>